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CONTENT DYNAMICS

(Leskovec, Backstrom, Kleinberg, 2009)

e.g., dynamics of sentences / quotations, called “memes”



Observing conceptual mutation
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Figure 1: An example of a quotation mutating. The original
source is a report commissioned by the Alaska legislature
to investigate Governor Palin’s dismissal of Public Safety
Commissioner Walt Monegan (Branchflower 2008). Arrows
denote citation between posts.

another phrase in the cluster. This term is intended to rep-
resent the addition to or trimming of a quotation by a user.

mutation: any alteration or a reframing of a phrase.

Figure 1 shows an example of phrase mutations within
a single cluster. Two copies, demconwatchdog and lzydata
(highlighted in yellow), reframe the quote they are citing by
copying only a subset. Another, abcnews (orange), reframes
by adding to the quote used by the source it is citing, pre-
sumably by drawing from an additional source. Yet another,
thenation (green), introduces a mutation not seen in other
copies by omitting a word from the middle.

Filtering the Data The task of detecting mutations in
memes makes sense only if one is relatively confident that
the data at hand, specifically phrase clusters, represent a
set of related phrases, either derived from one another, or
from a single, separate source. Although the MemeTracker
dataset gives us a comprehensive glimpse into what was
talked about and quoted in the blogosphere during a fixed
time period, a cursory examination of the clusters specified
in the dataset revealed that, in some clusters, not all quotes
referred back to the same source. For example, multiple peo-
ple may have used similar wording, or slight variants may
have been repeated on different occasions by the same per-
son.

This can be seen by the example, shown in Table 1, where
both Barak Obama and John McCain were quoted as hav-
ing used the expression “lipstick on a pig”. Although sev-
eral distinct MT clusters contained this expression, in this
case the two phrases overlapped sufficiently to be placed in
the same cluster. The difference in these two phrases is not
a function of the mutation of information, but rather it is
the result of multiple source quotations. While these oc-

currences are interesting in understanding the evolution of
memes over long time periods, their ambiguous provenance
makes them difficult to analyze.

Table 1: An example of multiple source quotes being clus-
tered together.

Quote Original Source
You can put lipstick on a pig. Barak Obama
It’s still a pig. You can wrap up an Sep. 9, 2008
old fish in a piece of paper
called ’change’. It’s still gonna stink. . . .
You can put lipstick on a pig, John McCain
[but] it’s still a pig, in my view. Feb. 1, 2007

Another source of noise is the spurious placement of a
short substring into a cluster of a longer phrase containing
that substring. An example can be found in a phrase cluster
derived from a series of blog and news sites relaying the
story of an athlete’s battle with illness.

“It teaches you to be patient when you are lying in
a hospital bed and that was almost the same strategy I
chose here to wait for my chance in the pack”

However, also included in the cluster is the phrase, “you
are lying”. Although this is a proper substring of the pre-
vious phrase, an examination of the blogs it was extracted
from confirms that this particular short quotation was used
in unrelated contexts.

To determine which instances of phrases in phrase clus-
ters were actually referring to the same event, we applied
two strategies. The first was to limit our analysis to just
those phrases extracted from posts which link to other posts
within the same cluster. Posts that reference one another and
include similar quoted text are highly likely to be derivatives
of one another. The results of this filtering lend themselves
naturally to network analysis techniques, and the findings on
this subset of the data can be found in Section 4.2. This first
filtering method resulted in a directed network composed of
9,208 nodes and 61,511 distinct edges. Although the net-
work data was precise, this filtering technique left only a
small portion of the data. The output represented 29% of the
phrase clusters, 11% of the unique phrases, and 3% of total
mentions present in the raw data.

The second filtering approach windowed the data to a
short time period of a few days, the rationale being that men-
tions of lexically similar phrases that are chronologically
proximate are more likely to be related. For each cluster
the window was centered on the 24 hour period when the
phrase cluster showed the greatest amount of activity, i.e.,
the “peak window”. We then included all activity in the 48
hours preceding the peak window and for 48 hours after it.
This approach effectively filtered out the spurious and unre-
lated phrases in addition to providing a way of comparing
time evolution across clusters. By filtering in this manner
we retain 46% of total mentions, 100% of phrase clusters
and 68% of unique phrases.

(Simmons, Adamic, Adar, 2011)

Distinguishing 
between various 
node types
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“Louisiana is revealed as the saddest state, 
with a significant factor being an abundance 
of profanity relative to the other states. This is 
in contrast with the findings of Oswald and 
Wu who determined Louisiana to be the 
state with highest well-being according to an 
alternate survey-based measure of life 
satisfaction”

and various social and economic factors. To do this we use the
‘word shift graph’ technique developed in [10,11], as well as
correlate word usage frequencies with traditional city-level census
survey data. As we will show, the combination of these techniques
produces significant insights into the character of different cities
and places.
We structure our paper as follows. In the Methods section, we

describe the data sets and our methodology for measuring
happiness. In part 1 of the Results section we measure the
happiness of different states and cities and determine the happiest
and saddest states and cities in the US, with some analysis of why
places vary with respect to this measure. In part 2 of the Results
section we compare our results for cities with census data,
correlating happiness and word usage with common social and
economic measures. We also use the word frequency distributions
to group cities by their similarities in observed word use. We
conclude with a discussion of the results and outlook for further
research.

Methods

We examine a corpus of over 10 million geotagged tweets
gathered from 373 urban areas in the contiguous United States
during the calendar year 2011. This corpus is a subset of Twitter’s
‘garden hose’ feed, which in 2011 represented roughly 10% of all
messages. For the present study, we focus on the approximately
1% of tweets that are geotagged. Urban areas are defined by the
2010 United States Census Bureau’s MAF/TIGER (Master
Address File/Topologically Integrated Geographic Encoding and
Referencing) database [12]. Note that these urban area boundaries
often agglomerate small towns together, particularly when there
are small towns geographically close to larger towns or cities. See

Appendix A in Appendix S1 for a more detailed description of the
data set as well as an exploration of the relationship between area
and perimeter, or fractal dimension, of these cities.
To measure sentiment (hereafter happiness) in these areas from

the corpus of words collected, we use the Language Assessment by
Mechanical Turk (LabMT) word list (available online in the
supplementary material of [11]), assembled by combining the
5,000 most frequently occurring words in each of four text sources:
Google Books (English), music lyrics, the New York Times and
Twitter. A total of roughly 10,000 of these individual words have
been scored by users of Amazon’s Mechanical Turk service on a
scale of 1 (sad) to 9 (happy), resulting in a measure of average
happiness for each given word [13]. For example, ‘rainbow’ is one
of the happiest words in the list with a score of havg~8:1, while
‘earthquake’ is one of the saddest, with havg~1:9. Neutral words
like ‘the’ or ‘thereof’ tend to score in the middle of the scale, with
havg~4:98 and 5 respectively.
For a given text T containing N unique words, we calculate the

average happiness havg by

havg(T)~

PN
i~1 havg(wi)fiPN

i~1 fi
~
XN

i~1
havg(wi)pi ð1Þ

where fi is the frequency of the ith word wi in T for which we have

a happiness value havg(wi), and pi~fi=
PN

i~1 fi is the normalized
frequency of word wi.
Importantly, with this method we make no attempt to take the

context of words or the meaning of a text into account. While this
may lead to difficulties in accurately determining the emotional
content of small texts, we find that for sufficiently large texts this
approach nonetheless gives reliable (if eventually improvable)

Figure 1. Average word happiness for geotagged tweets in all US states collected during calendar year 2011. The happiest 5 states, in
order, are: Hawaii, Maine, Nevada, Utah and Vermont. The saddest 5 states, in order, are: Louisiana, Mississippi, Maryland, Delaware and Georgia. Word
shift plots describing how differences in word usage contribute to variation in happiness between states are presented in Appendix B in Appendix S1
(online) [19].
doi:10.1371/journal.pone.0064417.g001

The Geography of Happiness

PLOS ONE | www.plosone.org 2 May 2013 | Volume 8 | Issue 5 | e64417

and various social and economic factors. To do this we use the
‘word shift graph’ technique developed in [10,11], as well as
correlate word usage frequencies with traditional city-level census
survey data. As we will show, the combination of these techniques
produces significant insights into the character of different cities
and places.
We structure our paper as follows. In the Methods section, we

describe the data sets and our methodology for measuring
happiness. In part 1 of the Results section we measure the
happiness of different states and cities and determine the happiest
and saddest states and cities in the US, with some analysis of why
places vary with respect to this measure. In part 2 of the Results
section we compare our results for cities with census data,
correlating happiness and word usage with common social and
economic measures. We also use the word frequency distributions
to group cities by their similarities in observed word use. We
conclude with a discussion of the results and outlook for further
research.

Methods

We examine a corpus of over 10 million geotagged tweets
gathered from 373 urban areas in the contiguous United States
during the calendar year 2011. This corpus is a subset of Twitter’s
‘garden hose’ feed, which in 2011 represented roughly 10% of all
messages. For the present study, we focus on the approximately
1% of tweets that are geotagged. Urban areas are defined by the
2010 United States Census Bureau’s MAF/TIGER (Master
Address File/Topologically Integrated Geographic Encoding and
Referencing) database [12]. Note that these urban area boundaries
often agglomerate small towns together, particularly when there
are small towns geographically close to larger towns or cities. See

Appendix A in Appendix S1 for a more detailed description of the
data set as well as an exploration of the relationship between area
and perimeter, or fractal dimension, of these cities.
To measure sentiment (hereafter happiness) in these areas from

the corpus of words collected, we use the Language Assessment by
Mechanical Turk (LabMT) word list (available online in the
supplementary material of [11]), assembled by combining the
5,000 most frequently occurring words in each of four text sources:
Google Books (English), music lyrics, the New York Times and
Twitter. A total of roughly 10,000 of these individual words have
been scored by users of Amazon’s Mechanical Turk service on a
scale of 1 (sad) to 9 (happy), resulting in a measure of average
happiness for each given word [13]. For example, ‘rainbow’ is one
of the happiest words in the list with a score of havg~8:1, while
‘earthquake’ is one of the saddest, with havg~1:9. Neutral words
like ‘the’ or ‘thereof’ tend to score in the middle of the scale, with
havg~4:98 and 5 respectively.
For a given text T containing N unique words, we calculate the

average happiness havg by

havg(T)~

PN
i~1 havg(wi)fiPN

i~1 fi
~
XN

i~1
havg(wi)pi ð1Þ

where fi is the frequency of the ith word wi in T for which we have

a happiness value havg(wi), and pi~fi=
PN

i~1 fi is the normalized
frequency of word wi.
Importantly, with this method we make no attempt to take the

context of words or the meaning of a text into account. While this
may lead to difficulties in accurately determining the emotional
content of small texts, we find that for sufficiently large texts this
approach nonetheless gives reliable (if eventually improvable)

Figure 1. Average word happiness for geotagged tweets in all US states collected during calendar year 2011. The happiest 5 states, in
order, are: Hawaii, Maine, Nevada, Utah and Vermont. The saddest 5 states, in order, are: Louisiana, Mississippi, Maryland, Delaware and Georgia. Word
shift plots describing how differences in word usage contribute to variation in happiness between states are presented in Appendix B in Appendix S1
(online) [19].
doi:10.1371/journal.pone.0064417.g001

The Geography of Happiness

PLOS ONE | www.plosone.org 2 May 2013 | Volume 8 | Issue 5 | e64417

The Geography of Happiness: Connecting Twitter
Sentiment and Expression, Demographics, and Objective
Characteristics of Place
Lewis Mitchell1*, Morgan R. Frank1, Kameron Decker Harris1,2, Peter Sheridan Dodds1,

Christopher M. Danforth1

1Computational Story Lab, Department of Mathematics and Statistics, Vermont Complex Systems Center, and the Vermont Advanced Computing Core, The University of

Vermont, Burlington, Vermont, United States of America, 2Department of Applied Mathematics, University of Washington, Seattle, Washington, United States of America

Abstract

We conduct a detailed investigation of correlations between real-time expressions of individuals made across the United
States and a wide range of emotional, geographic, demographic, and health characteristics. We do so by combining (1) a
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(2) annually-surveyed characteristics of all 50 states and close to 400 urban populations. Among many results, we generate
taxonomies of states and cities based on their similarities in word use; estimate the happiness levels of states and cities;
correlate highly-resolved demographic characteristics with happiness levels; and connect word choice and message length
with urban characteristics such as education levels and obesity rates. Our results show how social media may potentially be
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Introduction

With vast quantities of real-time, fine-grained data, describing
everything from transportation dynamics and resource usage to
social interactions, the science of cities has entered the realm of the
data-rich fields. While much work and development lies ahead,
opportunities for quantitative study of urban phenomena are now
far more broadly available to researchers [1]. With over half the
world’s population now living in urban areas, and this proportion
continuing to grow, cities will only become increasingly central to
human society [2]. Our focus here concerns one of the many
important questions we are led to continuously address about
cities: how does living in urban areas relate to well-being? Such an
undertaking is part of a general program seeking to quantify and
explain the evolving cultural character–the stories–of cities, as well
as geographic places of larger and smaller scales.
Numerous studies on well-being are published every year. The

UN’s 2012 World Happiness Report attempts to quantify
happiness on a global scale with a ‘Gross National Happiness’
index which uses data on rural-urban residence and other factors
[3]. In the US, Gallup and Healthways produce a yearly report on
the well-being of different cities, states and congressional districts
[4], and they maintain a well-being index based on continual
polling and survey data [5]. Other countries are also beginning to
produce measures of well-being: in 2012, surveys measuring
national well-being and how it relates to both health and where
people live were conducted in both the United Kingdom by the

Office of National Statistics [6,7] and in Australia by Fairfax
Media and Lateral Economics [8].
While these and other approaches to quantifying the sentiment

of a city as a whole rely almost exclusively on survey data, there
are now a range of complementary, remote-sensing methods
available to researchers. The explosion in the amount and
availability of data relating to social media in the past 10 years
has driven a rapid increase in the application of data-driven
techniques to the social sciences and sentiment analysis of large-
scale populations.
Our overall aim in this paper is to investigate how geographic

place correlates with and potentially influences societal levels of
happiness. In particular, after first examining happiness dynamics
at the level of states, we will explore urban areas in the United
States in depth, and ask if it is possible to (a) measure the overall
average happiness of people located in cities, and (b) explain the
variation in happiness across different cities. Our methodology for
answering the first question uses word frequency distributions
collected from a large corpus of geolocated messages or ‘tweets’
posted on Twitter, with individual words scored for their
happiness independently by users of Amazon’s Mechanical Turk
service [9]. This technique was introduced by Dodds and
Danforth (2009) [10] and greatly expanded upon in Dodds et al.
(2011) [11], as well as tested for robustness and sensitivity. In
attempting to answer the second question of happiness variability,
we examine how individual word usage correlates with happiness

PLOS ONE | www.plosone.org 1 May 2013 | Volume 8 | Issue 5 | e64417
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results. An analogy is that of temperature: while the motion of a
small number of particles cannot be expected to accurately
characterize the temperature of a room, an average over a
sufficiently large collection of such particles nonetheless defines a
durable quantity. Furthermore, by ignoring the context of words
we gain both a computational advantage and a degree of
impartiality; we do not need to decide a priori whether a given
word has emotional content, thereby reducing the number of steps
in the algorithm and hopefully reducing experimental bias.
Following Dodds et al. (2011), for the remainder of this paper,

we remove all words wi for which the happiness score falls in the
range 4vhavg(wi)v6 when calculating havg(T). Removal of these

neutral or ‘stop’ words has been demonstrated to provide a

suitable balance between sensitivity and robustness in our
‘hedonometer’ [11]. Further details on how we preprocessed the
Twitter data set can be found in Appendix A in Appendix S1.
We will correlate our happiness results with census data which

was taken from the 2011 American Community Survey 1-year
estimates, accessible online at http://factfinder2.census.gov/.

Results

1 Happiness across States and Urban Areas
We first examine how happiness varies on a somewhat coarser

scale than we will focus on for the majority of this paper, by
plotting the average happiness of all states in the US in Figure 1.

Figure 2. Scatter plot matrix of correlations between different well-being measures. Points are colored by p-value, statistically insignificant
correlations above p~0:01 are shown in red. Spearman’s r and p-value are reported in the inset.
doi:10.1371/journal.pone.0064417.g002

The Geography of Happiness
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N the 2011 Gallup well-being index [17], based on survey data
about life evaluation, emotional and physical health, healthy
behavior, work environment and basic access;

N the 2011 United States peace index [17] produced by the
Institute for Economics and Peace, a composite index of
homicides per 100,000 people, violent crimes per 100,000

Figure 4. Map of tweets collected from New York City during the calendar year 2011. Each point represents an individual tweet and is
colored by the average word happiness havg of nearby tweets: red is happier, blue is sadder. For a point to be colored, we require that there be at
least 200 LabMT words within a 500 meter radius of the location; points which do not satisfy this criterion are colored black. Maps for all other cities
can be found in Appendix C in Appendix S1 (online) [19].
doi:10.1371/journal.pone.0064417.g004

Figure 5. Map showing happiness of all tweets collected from the lower 48 US states during 2011. Points are colored as in figure 4,
except we now require that there are at least 500 LabMT words within a 10 kilometer radius of the location of each tweet in order to be colored.
doi:10.1371/journal.pone.0064417.g005

The Geography of Happiness
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Competition among memes in a world
with limited attention
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The wide adoption of social media has increased the competition among ideas for our finite attention. We
employ a parsimonious agent-based model to study whether such a competition may affect the popularity of
different memes, the diversity of information we are exposed to, and the fading of our collective interests for
specific topics. Agents share messages on a social network but can only pay attention to a portion of the
information they receive. In the emerging dynamics of information diffusion, a few memes go viral while
most do not. The predictions of our model are consistent with empirical data from Twitter, a popular
microblogging platform. Surprisingly, we can explain the massive heterogeneity in the popularity and
persistence of memes as deriving from a combination of the competition for our limited attention and the
structure of the social network, without the need to assume different intrinsic values among ideas.

I
deas have formidable potential to impact public opinion, culture, policy, and profit1. The advent of social
media2 has lowered the cost of information production and broadcasting, boosting the potential reach of each
idea or meme3. However, the abundance of information to which we are exposed through online social

networks and other socio-technical systems is exceeding our capacity to consume it. Ideas must compete for
our scarce individual and collective attention. As a result, the dynamic of information is driven more than ever
before by the economy of attention, first theorized by Simon4. Yet the processes that drive popularity in our
limited-attention world are still largely unexplored5–15.

The availability of data from online social media has recently created unprecedented opportunities to explore
human and social phenomena on a global scale16,17. In this context one of the most challenging problems is the study
of the competition dynamics of ideas, information, knowledge, and rumors. Understanding this problem is crucial
in a broad range of settings, from viral marketing to scientific discovery acceleration. Aspects of competition for
limited attention have been studied through news, movies, and topics posted on blogs and social media10,11,13. The
popularity of news decreases with the number of competing items that are simultaneously available8,18,19.

However, even in the simplified settings of social media platforms, it is hard to disentangle the effects of limited
attention from many concurrent factors, such as the structure of the underlying social network7,13, the activity of
users and the size of their potential audience19, the different degrees of influence of information spreaders20, the
intrinsic quality of the information they spread21, the persistence of topics22,23, and homophily24. To compound these
difficulties, social networks that host information diffusion processes are not closed systems; exogenous factors like
exposure to traditional media and their reports of world events play important roles in the popularity and lifetime of
specific topics10,25. Another example of our limited attention is the cognitive limit on the number of stable social
relationships that we can sustain, as postulated by Dunbar26 and recently supported by analysis of Twitter data27.

We propose an agent-based model to study the role of the limited attention of individual users in the diffusion
process, and in particular whether competition for our finite attention may affect meme popularity, diversity, and
lifetime. Although competition among ideas has been implicitly assumed as a factor behind, e.g., the decay in
interest toward news and movies28,8,10, to the best of our knowledge nobody has attempted to explicitly model the
mechanisms of competition and how they shape the spread of information. In particular, we show that a simple
model of competition on a social network, without any further assumptions about meme merit, user interests, or
explicit exogenous factors, can account for the massive heterogeneity in meme popularity and persistence.

Results
Here we outline a number of empirical findings that motivate both our question and the main assumptions
behind our model. We then describe the proposed agent-based toy model of meme diffusion and compare its
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predictions with the empirical data. Finally we show that the social
network structure and our finite attention are both key ingredients of
the diffusion model, as their removal leads to results inconsistent
with the empirical data.

We validate our model with data from Twitter, a micro-blogging
platform that allows many millions of people to broadcast short
messages through social connections. Users can ‘‘follow’’ interesting
people, by which a directed social network is formed. Posts (‘‘tweets’’)
appear on the screen of followers. People can forward (‘‘retweet’’)
selected posts from their screen to their followers. Furthermore, users
often mark their posts with topic labels (‘‘hashtags’’). Let us use these
tags as operational proxies to identify memes. A retweet carries a
meme from user to user. As a meme spreads in this way, it forms a
cascade or diffusion network such as those illustrated in Fig. 1. We
collected a sample of retweets that include one or more hashtags,
produced by Twitter users over a specific period of time (see details in
Methods section). This provides us with a quantitative framework to
study the competition for attention in the wild.

Limited attention. We first explore the competition among memes.
In particular, we test the hypothesis that the attention of a user is
somewhat independent from the overall diversity of information
discussed in a given period. Let us quantify the breadth of attention
of a user through Shannon entropy S 5 2Si f(i) log f(i) where f(i) is
the proportion of tweets generated by the user about meme i. Given a
user who has posted n messages, her entropy can be as small as 0, if all
of her posts are about the same meme; or as large as log n if she has
posted a message about each of n different memes. We can measure
the diversity of the information available in the system analogously,
defining f(i) as the proportion of tweets about meme i across all users.
Note that these entropy-based measures are subject to the limits of
our operational definition of a meme; finer or coarser definitions
would yield different values.

In Fig. 2 we compare the daily values of the system entropy to the
corresponding average user entropy. The key observation here is that

a user’s breadth of attention remains essentially constant irrespective
of system diversity. This is a clear indication that the diversity of
memes to which a user can pay attention is bound. With the con-
tinuous injection of new memes, this indirectly suggests that memes
survive at the expense of others. We explicitly assume this in the
information diffusion model presented later.

User interests. It has been suggested that topical interests affect user
behavior in social media29,30. This is a potentially important
ingredient in a model of meme diffusion, as an interesting meme
may have a competitive advantage. Therefore we wish to explore
whether user interests, as inferred from past behavior, are predictive
of future behavior.

Let us consider every user in our dataset and any retweets they
produce. When a user u emits a new retweet, we define her interests Iu

Figure 1 | Visualizations of meme diffusion networks for different topics. Nodes represent Twitter users, and directed edges represent retweeted posts
that carry the meme. The brightness of a node indicates the activity (number of retweets) of a user, and the weight of an edge reflects the number of
retweets between two users. (a) The #Japan meme shows how news about the March 2011 earthquake propagated. (b) The #GOP tag stands for the US
Republican Party and as many political memes, displays a strong polarization between people with opposing views. Memes related to the ‘‘Arab Spring’’
and in particular the 2011 uprisings in (c) #Egypt and (d) #Syria display characteristic hub users and strong connections, respectively.

Figure 2 | Plot of daily system entropy (solid red line) and average user
breadth of attention (dashed blue line). Days in our observation period
are ranked from low to high system entropy, therefore the latter is
monotonously increasing.

www.nature.com/scientificreports

SCIENTIFIC REPORTS | 2 : 335 | DOI: 10.1038/srep00335 2

(a) The #Japan meme shows 
how news about the 
March 2011 earthquake 
propagated. 

(b) The #GOP tag stands for 
the US Republican Party 
and as many political 
memes, displays a strong 
polarization between 
people with opposing 
views.

(c) Memes related to the 
‘‘Arab Spring’’ and in 
particular the 2011 
uprisings in 
#Egypt

(d) and in #Syria These 
memes display 
characteristic hub users 
and strong connections, 
respectively. 
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Figure 4: Point-wise average influence curves. The blue line is the average of all the influence curves, the red line is the average for
the set of hashtags of the particular topic, and the green lines indicate the interval where the red line is expected to be if the hashtags
were chosen at random.
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Diffusion observation
…with respect to 
community structure

meme adoption within communities if the meme spreads like a
complex contagion. To gauge this effect, we introduce four
baseline models. The random sampling model (M1) assumes equal
adoption probability for everyone, ignoring network topology and all
activity. The simple cascade model (M2) simulates the spreading of
simple contagions43. The social reinforcement model (M3) employs a
simple social reinforcement mechanism in addition to considering
the network structure. In the homophily model (M4), users prefer to
adopt the same ideas that are adopted by others in the same
community. The simulation mechanisms of the four baseline
models are summarized in Table 1.

We estimate the trapping effects on memes by comparing the
empirical data with these models. Note that we only focus on new
memes (see definition in Methods). Let us define the concentration
of a meme h based on the proportions of tweets in each community.
The usage-dominant community ct(h) is the community generating
most tweets with h. The usage dominance of h, r(h), is the proportion
of tweets produced in the dominant community ct(h) out of the total
number of tweets T(h) containing the meme. We also compute the
usage entropy Ht(h) based on how tweets containing h are distributed
across different communities. The relative usage dominance
r hð Þ=rM1 hð Þ and entropy Ht hð Þ

.
Ht

M1
hð Þ are calculated using M1

as baseline. Analogous concentration measures can be defined based
on users. Let g(h) be the adoption dominance of h, i.e., the proportion
of the U(h) adopters in the community with most adopters. The
adoption entropy Hu(h) is computed based on how adopters of h
are allocated across communities. The higher the dominance or
the lower the entropy, the stronger the concentration of the meme.
All measures are computed only based on tweets containing each
meme in its early stage (first 50 tweets) to avoid any bias from the
meme’s popularity.

Figures 3(A–D) demonstrate that non-viral memes exhibit con-
centration similar to (or stronger than) baselines M3 or M4, suggest-
ing that these memes tend to spread like complex contagions. Note
that models M2, M3, and M4 produce stronger concentration than
random sampling (M1), because M2 incorporates the structural trap-
ping effect in simple cascades, M3 considers both structural trapping
and social reinforcement, and M4 captures both structural trapping
and homophily.

Do all memes spread like complex contagions? While the majority
of memes are not viral, viral memes are adopted differently. Their
concentration in the empirical data is the same as that of the simple
cascade model M2 (see the gray areas in Fig. 3(A–D)); community
structure does not seem to trap successful memes as much as others.
These memes spread like simple contagions, permeating through
many communities.

Strength of social reinforcement. To further distinguish viral
memes from others in terms of types of contagion, let us explicitly
estimate the strength of social reinforcement. For a given meme h, we
count the number of exposures that each adopter has experienced
before the adoption and compute the average exposures across all
adopters, representing the strength of social reinforcement on h,
labelled as N(h). The exposures can be measured in terms of tweets
Nt(h) or users Nu(h). We compute relative average exposures,
N hð Þ=NM1 hð Þ, using only tweets at the early stages (first 50 tweets).
If this quantity is large, adoptions are more likely to happen with
multiple social reinforcement and thus the meme spreads like a
complex contagion. As shown in Fig. 3(E–F), viral memes require
as little reinforcement as the simple cascade model M2, while non-
viral memes need as many exposures as M3 or M4. We arrive at the
same conclusion: viral memes spread like simple contagions rather
than like complex ones.

Prediction. The above findings imply an intriguing possibility: high
concentration of a meme would hint that the meme is only interest-
ing to certain communities, while weak concentration would imply a
universal appeal and therefore might be used to predict the virality of
the meme. To illustrate this intuition about the predictive power of
the community structure, we show in Fig. 4 how the diffusion pattern
of a viral meme differs from that of a non-viral one, when analyzed
through the lens of community concentration.

Let us therefore apply a machine learning technique, the random
forests classification algorithm, to predict meme virality based on
community concentration in the early diffusion stage. We employ
two basic statistics based on early popularity and three types of
community-based features in the prediction model, listed below.

1. Basic features based on early popularity. Two basic statistical
features are included in the prediction model. The number of
early adopters is the number of distinct users who generated the
earliest tweets. The number of uninfected neighbors of early
adopters characterizes the set of users who can adopt the meme
during the next step.

2. Infected communities. The simplest feature related to com-
munities is the number of infected communities, i.e., the num-
ber of communities containing early adopters.

3. Usage and adoption entropy. Ht(h) and Hu(h) are good indi-
cators of the strength of meme concentration, as shown in
Fig. 3.

4. Fraction of intra-community user interactions. We count
pair-wise user interactions about any given meme, and cal-
culate the proportion that occur between people in the same
community.

Table 1 | Baseline models for information diffusion

Community effects

Simulation implementationNetwork Reinforcement Homophily

M1 For a given hashtag h, M1 randomly samples the same number of tweets or users as in
the real data.

M2 3 M2 takes the network structure into account while neglecting social reinforcement
and homophily. M2 starts with a random seed user. At each step, with probability p,
an infected node is randomly selected and one of its neighbors adopts the meme, or
with probability 1 2 p, the process restarts from a new seed user (p 5 0.85).

M3 3 3 The cascade in M3 is generated similarly to M2 but at each step the user with the
maximum number of infected neighbors adopts the meme.

M4 3 3 In M4, the simple cascading process is simulated in the same way as in M2 but subject
to the constraint that at each step, only neighbors in the same community have a
chance to adopt the meme.
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1. Basic features based on early popularity. Two basic statistical
features are included in the prediction model. The number of
early adopters is the number of distinct users who generated the
earliest tweets. The number of uninfected neighbors of early
adopters characterizes the set of users who can adopt the meme
during the next step.

2. Infected communities. The simplest feature related to com-
munities is the number of infected communities, i.e., the num-
ber of communities containing early adopters.

3. Usage and adoption entropy. Ht(h) and Hu(h) are good indi-
cators of the strength of meme concentration, as shown in
Fig. 3.

4. Fraction of intra-community user interactions. We count
pair-wise user interactions about any given meme, and cal-
culate the proportion that occur between people in the same
community.

Table 1 | Baseline models for information diffusion

Community effects

Simulation implementationNetwork Reinforcement Homophily

M1 For a given hashtag h, M1 randomly samples the same number of tweets or users as in
the real data.

M2 3 M2 takes the network structure into account while neglecting social reinforcement
and homophily. M2 starts with a random seed user. At each step, with probability p,
an infected node is randomly selected and one of its neighbors adopts the meme, or
with probability 1 2 p, the process restarts from a new seed user (p 5 0.85).

M3 3 3 The cascade in M3 is generated similarly to M2 but at each step the user with the
maximum number of infected neighbors adopts the meme.

M4 3 3 In M4, the simple cascading process is simulated in the same way as in M2 but subject
to the constraint that at each step, only neighbors in the same community have a
chance to adopt the meme.
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difficult41,42, and we interpret complex contagion broadly to include
homophily; we focus on how both social reinforcement and homo-
phily effects collectively boost the trapping of memes within dense
communities, not on the distinctions between them.

To examine and quantify the spreading patterns of memes, we
analyze a dataset collected from Twitter, a micro-blogging platform
that allows millions of people to broadcast short messages (‘tweets’).
People can ‘follow’ others to receive their messages, forward
(‘retweet’ or ‘‘RT’’ in short) tweets to their own followers, or mention
(‘@’ in short) others in tweets. People often label tweets with topical
keywords (‘hashtags’). We consider each hashtag as a meme.

Results
Communities and communication volume. Do memes spread like
complex contagions in general? If social reinforcement and
homophily significantly influence the spread of memes, we expect
more communication within than across communities. Let us define
the weight w of an edge by the frequency of communication between
the users connected by the edge. Nodes are partitioned into dense
communities based on the structure of the network, but without
knowledge of the weights (see Methods). For each community c,
the average edge weights of intra- and inter-community links,
Æw æc and Æw æc, quantify how much information flows within
and across communities, respectively. We measure weights by
aggregating all the meme spreading events in our data. If memes
spread obliviously to community structure, like simple contagions,
we would expect no difference between intra- and inter-community
links. By contrast, we observe that the intra-community links carry

more messages (Fig. 2(A)). Similar results have been reported from
other datasets35,37. In addition, by defining the focus of an individual
as the fraction of activity that is directed to each neighbor in the same
community, f , or in different communities, f , we find that people
interact more with members of the same community (Fig. 2(B)). All
the results are statistically significant (p=0:001) and robust across
community detection methods (see Supplementary Information for
additional details).

Meme concentration in communities. These results suggest that
communities strongly trap communication. To quantify this effect
for individual memes, let us define the concentration of a meme in
communities. We expect more concentrated communication and

Figure 1 | The importance of community structure in the spreading of social contagions. (A) Structural trapping: dense communities with few outgoing
links naturally trap information flow. (B) Social reinforcement: people who have adopted a meme (black nodes) trigger multiple exposures to others (red
nodes). In the presence of high clustering, any additional adoption is likely to produce more multiple exposures than in the case of low clustering,
inducing cascades of additional adoptions. (C) Homophily: people in the same community (same color nodes) are more likely to be similar and to adopt
the same ideas. (D) Diffusion structure based on retweets among Twitter users sharing the hashtag #USA. Blue nodes represent English users and red
nodes are Arabic users. Node size and link weight are proportional to retweet activity. (E) Community structure among Twitter users sharing the hashtags
#BBC and #FoxNews. Blue nodes represent #BBC users, red nodes are #FoxNews users, and users who have used both hashtags are green. Node size is
proportional to usage (tweet) activity, links represent mutual following relations.

Figure 2 | Meme concentration in communities. We measure weights
and focus in terms of retweets (RT) or mentions (@). We show (A)
community edge weight and (B) user community focus using box plots. Boxes
cover 50% of data and whisker cover 95%. The line and triangle in a box
represent the median and mean, respectively.
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meme adoption within communities if the meme spreads like a
complex contagion. To gauge this effect, we introduce four
baseline models. The random sampling model (M1) assumes equal
adoption probability for everyone, ignoring network topology and all
activity. The simple cascade model (M2) simulates the spreading of
simple contagions43. The social reinforcement model (M3) employs a
simple social reinforcement mechanism in addition to considering
the network structure. In the homophily model (M4), users prefer to
adopt the same ideas that are adopted by others in the same
community. The simulation mechanisms of the four baseline
models are summarized in Table 1.

We estimate the trapping effects on memes by comparing the
empirical data with these models. Note that we only focus on new
memes (see definition in Methods). Let us define the concentration
of a meme h based on the proportions of tweets in each community.
The usage-dominant community ct(h) is the community generating
most tweets with h. The usage dominance of h, r(h), is the proportion
of tweets produced in the dominant community ct(h) out of the total
number of tweets T(h) containing the meme. We also compute the
usage entropy Ht(h) based on how tweets containing h are distributed
across different communities. The relative usage dominance
r hð Þ=rM1 hð Þ and entropy Ht hð Þ

.
Ht

M1
hð Þ are calculated using M1

as baseline. Analogous concentration measures can be defined based
on users. Let g(h) be the adoption dominance of h, i.e., the proportion
of the U(h) adopters in the community with most adopters. The
adoption entropy Hu(h) is computed based on how adopters of h
are allocated across communities. The higher the dominance or
the lower the entropy, the stronger the concentration of the meme.
All measures are computed only based on tweets containing each
meme in its early stage (first 50 tweets) to avoid any bias from the
meme’s popularity.

Figures 3(A–D) demonstrate that non-viral memes exhibit con-
centration similar to (or stronger than) baselines M3 or M4, suggest-
ing that these memes tend to spread like complex contagions. Note
that models M2, M3, and M4 produce stronger concentration than
random sampling (M1), because M2 incorporates the structural trap-
ping effect in simple cascades, M3 considers both structural trapping
and social reinforcement, and M4 captures both structural trapping
and homophily.

Do all memes spread like complex contagions? While the majority
of memes are not viral, viral memes are adopted differently. Their
concentration in the empirical data is the same as that of the simple
cascade model M2 (see the gray areas in Fig. 3(A–D)); community
structure does not seem to trap successful memes as much as others.
These memes spread like simple contagions, permeating through
many communities.

Strength of social reinforcement. To further distinguish viral
memes from others in terms of types of contagion, let us explicitly
estimate the strength of social reinforcement. For a given meme h, we
count the number of exposures that each adopter has experienced
before the adoption and compute the average exposures across all
adopters, representing the strength of social reinforcement on h,
labelled as N(h). The exposures can be measured in terms of tweets
Nt(h) or users Nu(h). We compute relative average exposures,
N hð Þ=NM1 hð Þ, using only tweets at the early stages (first 50 tweets).
If this quantity is large, adoptions are more likely to happen with
multiple social reinforcement and thus the meme spreads like a
complex contagion. As shown in Fig. 3(E–F), viral memes require
as little reinforcement as the simple cascade model M2, while non-
viral memes need as many exposures as M3 or M4. We arrive at the
same conclusion: viral memes spread like simple contagions rather
than like complex ones.

Prediction. The above findings imply an intriguing possibility: high
concentration of a meme would hint that the meme is only interest-
ing to certain communities, while weak concentration would imply a
universal appeal and therefore might be used to predict the virality of
the meme. To illustrate this intuition about the predictive power of
the community structure, we show in Fig. 4 how the diffusion pattern
of a viral meme differs from that of a non-viral one, when analyzed
through the lens of community concentration.

Let us therefore apply a machine learning technique, the random
forests classification algorithm, to predict meme virality based on
community concentration in the early diffusion stage. We employ
two basic statistics based on early popularity and three types of
community-based features in the prediction model, listed below.

1. Basic features based on early popularity. Two basic statistical
features are included in the prediction model. The number of
early adopters is the number of distinct users who generated the
earliest tweets. The number of uninfected neighbors of early
adopters characterizes the set of users who can adopt the meme
during the next step.

2. Infected communities. The simplest feature related to com-
munities is the number of infected communities, i.e., the num-
ber of communities containing early adopters.

3. Usage and adoption entropy. Ht(h) and Hu(h) are good indi-
cators of the strength of meme concentration, as shown in
Fig. 3.

4. Fraction of intra-community user interactions. We count
pair-wise user interactions about any given meme, and cal-
culate the proportion that occur between people in the same
community.

Table 1 | Baseline models for information diffusion

Community effects

Simulation implementationNetwork Reinforcement Homophily

M1 For a given hashtag h, M1 randomly samples the same number of tweets or users as in
the real data.

M2 3 M2 takes the network structure into account while neglecting social reinforcement
and homophily. M2 starts with a random seed user. At each step, with probability p,
an infected node is randomly selected and one of its neighbors adopts the meme, or
with probability 1 2 p, the process restarts from a new seed user (p 5 0.85).

M3 3 3 The cascade in M3 is generated similarly to M2 but at each step the user with the
maximum number of infected neighbors adopts the meme.

M4 3 3 In M4, the simple cascading process is simulated in the same way as in M2 but subject
to the constraint that at each step, only neighbors in the same community have a
chance to adopt the meme.
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meme adoption within communities if the meme spreads like a
complex contagion. To gauge this effect, we introduce four
baseline models. The random sampling model (M1) assumes equal
adoption probability for everyone, ignoring network topology and all
activity. The simple cascade model (M2) simulates the spreading of
simple contagions43. The social reinforcement model (M3) employs a
simple social reinforcement mechanism in addition to considering
the network structure. In the homophily model (M4), users prefer to
adopt the same ideas that are adopted by others in the same
community. The simulation mechanisms of the four baseline
models are summarized in Table 1.

We estimate the trapping effects on memes by comparing the
empirical data with these models. Note that we only focus on new
memes (see definition in Methods). Let us define the concentration
of a meme h based on the proportions of tweets in each community.
The usage-dominant community ct(h) is the community generating
most tweets with h. The usage dominance of h, r(h), is the proportion
of tweets produced in the dominant community ct(h) out of the total
number of tweets T(h) containing the meme. We also compute the
usage entropy Ht(h) based on how tweets containing h are distributed
across different communities. The relative usage dominance
r hð Þ=rM1 hð Þ and entropy Ht hð Þ

.
Ht

M1
hð Þ are calculated using M1

as baseline. Analogous concentration measures can be defined based
on users. Let g(h) be the adoption dominance of h, i.e., the proportion
of the U(h) adopters in the community with most adopters. The
adoption entropy Hu(h) is computed based on how adopters of h
are allocated across communities. The higher the dominance or
the lower the entropy, the stronger the concentration of the meme.
All measures are computed only based on tweets containing each
meme in its early stage (first 50 tweets) to avoid any bias from the
meme’s popularity.

Figures 3(A–D) demonstrate that non-viral memes exhibit con-
centration similar to (or stronger than) baselines M3 or M4, suggest-
ing that these memes tend to spread like complex contagions. Note
that models M2, M3, and M4 produce stronger concentration than
random sampling (M1), because M2 incorporates the structural trap-
ping effect in simple cascades, M3 considers both structural trapping
and social reinforcement, and M4 captures both structural trapping
and homophily.

Do all memes spread like complex contagions? While the majority
of memes are not viral, viral memes are adopted differently. Their
concentration in the empirical data is the same as that of the simple
cascade model M2 (see the gray areas in Fig. 3(A–D)); community
structure does not seem to trap successful memes as much as others.
These memes spread like simple contagions, permeating through
many communities.

Strength of social reinforcement. To further distinguish viral
memes from others in terms of types of contagion, let us explicitly
estimate the strength of social reinforcement. For a given meme h, we
count the number of exposures that each adopter has experienced
before the adoption and compute the average exposures across all
adopters, representing the strength of social reinforcement on h,
labelled as N(h). The exposures can be measured in terms of tweets
Nt(h) or users Nu(h). We compute relative average exposures,
N hð Þ=NM1 hð Þ, using only tweets at the early stages (first 50 tweets).
If this quantity is large, adoptions are more likely to happen with
multiple social reinforcement and thus the meme spreads like a
complex contagion. As shown in Fig. 3(E–F), viral memes require
as little reinforcement as the simple cascade model M2, while non-
viral memes need as many exposures as M3 or M4. We arrive at the
same conclusion: viral memes spread like simple contagions rather
than like complex ones.

Prediction. The above findings imply an intriguing possibility: high
concentration of a meme would hint that the meme is only interest-
ing to certain communities, while weak concentration would imply a
universal appeal and therefore might be used to predict the virality of
the meme. To illustrate this intuition about the predictive power of
the community structure, we show in Fig. 4 how the diffusion pattern
of a viral meme differs from that of a non-viral one, when analyzed
through the lens of community concentration.

Let us therefore apply a machine learning technique, the random
forests classification algorithm, to predict meme virality based on
community concentration in the early diffusion stage. We employ
two basic statistics based on early popularity and three types of
community-based features in the prediction model, listed below.

1. Basic features based on early popularity. Two basic statistical
features are included in the prediction model. The number of
early adopters is the number of distinct users who generated the
earliest tweets. The number of uninfected neighbors of early
adopters characterizes the set of users who can adopt the meme
during the next step.

2. Infected communities. The simplest feature related to com-
munities is the number of infected communities, i.e., the num-
ber of communities containing early adopters.

3. Usage and adoption entropy. Ht(h) and Hu(h) are good indi-
cators of the strength of meme concentration, as shown in
Fig. 3.

4. Fraction of intra-community user interactions. We count
pair-wise user interactions about any given meme, and cal-
culate the proportion that occur between people in the same
community.

Table 1 | Baseline models for information diffusion

Community effects

Simulation implementationNetwork Reinforcement Homophily

M1 For a given hashtag h, M1 randomly samples the same number of tweets or users as in
the real data.

M2 3 M2 takes the network structure into account while neglecting social reinforcement
and homophily. M2 starts with a random seed user. At each step, with probability p,
an infected node is randomly selected and one of its neighbors adopts the meme, or
with probability 1 2 p, the process restarts from a new seed user (p 5 0.85).

M3 3 3 The cascade in M3 is generated similarly to M2 but at each step the user with the
maximum number of infected neighbors adopts the meme.

M4 3 3 In M4, the simple cascading process is simulated in the same way as in M2 but subject
to the constraint that at each step, only neighbors in the same community have a
chance to adopt the meme.
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difficult41,42, and we interpret complex contagion broadly to include
homophily; we focus on how both social reinforcement and homo-
phily effects collectively boost the trapping of memes within dense
communities, not on the distinctions between them.

To examine and quantify the spreading patterns of memes, we
analyze a dataset collected from Twitter, a micro-blogging platform
that allows millions of people to broadcast short messages (‘tweets’).
People can ‘follow’ others to receive their messages, forward
(‘retweet’ or ‘‘RT’’ in short) tweets to their own followers, or mention
(‘@’ in short) others in tweets. People often label tweets with topical
keywords (‘hashtags’). We consider each hashtag as a meme.

Results
Communities and communication volume. Do memes spread like
complex contagions in general? If social reinforcement and
homophily significantly influence the spread of memes, we expect
more communication within than across communities. Let us define
the weight w of an edge by the frequency of communication between
the users connected by the edge. Nodes are partitioned into dense
communities based on the structure of the network, but without
knowledge of the weights (see Methods). For each community c,
the average edge weights of intra- and inter-community links,
Æw æc and Æw æc, quantify how much information flows within
and across communities, respectively. We measure weights by
aggregating all the meme spreading events in our data. If memes
spread obliviously to community structure, like simple contagions,
we would expect no difference between intra- and inter-community
links. By contrast, we observe that the intra-community links carry

more messages (Fig. 2(A)). Similar results have been reported from
other datasets35,37. In addition, by defining the focus of an individual
as the fraction of activity that is directed to each neighbor in the same
community, f , or in different communities, f , we find that people
interact more with members of the same community (Fig. 2(B)). All
the results are statistically significant (p=0:001) and robust across
community detection methods (see Supplementary Information for
additional details).

Meme concentration in communities. These results suggest that
communities strongly trap communication. To quantify this effect
for individual memes, let us define the concentration of a meme in
communities. We expect more concentrated communication and

Figure 1 | The importance of community structure in the spreading of social contagions. (A) Structural trapping: dense communities with few outgoing
links naturally trap information flow. (B) Social reinforcement: people who have adopted a meme (black nodes) trigger multiple exposures to others (red
nodes). In the presence of high clustering, any additional adoption is likely to produce more multiple exposures than in the case of low clustering,
inducing cascades of additional adoptions. (C) Homophily: people in the same community (same color nodes) are more likely to be similar and to adopt
the same ideas. (D) Diffusion structure based on retweets among Twitter users sharing the hashtag #USA. Blue nodes represent English users and red
nodes are Arabic users. Node size and link weight are proportional to retweet activity. (E) Community structure among Twitter users sharing the hashtags
#BBC and #FoxNews. Blue nodes represent #BBC users, red nodes are #FoxNews users, and users who have used both hashtags are green. Node size is
proportional to usage (tweet) activity, links represent mutual following relations.

Figure 2 | Meme concentration in communities. We measure weights
and focus in terms of retweets (RT) or mentions (@). We show (A)
community edge weight and (B) user community focus using box plots. Boxes
cover 50% of data and whisker cover 95%. The line and triangle in a box
represent the median and mean, respectively.
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Figure 1: Activity associated with four hashtags that exhibit a popularity peak: daily activity over time (top
row), individual user activity (middle) row, and word clouds of tweet content (bottom row).

(provided that care is taken to deal with the points on the
fb = 0 axis): 77% of the hashtags have a classification ac-
curacy below 5%, and only 6% of them have a classification
accuracy in excess of 20%.
Figure 3 shows the identified clusters in the 3-simplex

(fb, fp, fa). The marker representing each of the 115 se-
lected hashtag is colored and shaped according to the group
it has been classified into. The hatched area is the paramet-
ric space excluded by the constraint that hashtags should
have a peak-day activity of at least 10 times the baseline
daily activity (i.e., the excluded parametric space is due to
our selection of hashtags that exhibit a peak in their activity
timeline). The four groups of Fig. 3 correspond to di↵erent
temporal patterns of collective attention, as illustrated be-
low in relation to the hashtags of Fig. 1.

• Activity concentrated before and during the peak (or-
ange triangles). These hashtags correspond, by def-
inition, to anticipatory behavior, with users posting
increasing amount of content as the date of the event
approaches, followed by a sharp drop in attention right
after the event. See for example the hashtag #masters

(underlined in the figure) which was used to discuss
the 2009 Golf Masters.

• Activity concentrated during and after the peak (pur-
ple circles). In this class we find hashtags indicating
unexpected events that make an impact, such as the
#winnenden school shooting. The sudden onset of ac-
tivity is a reaction to the unexpected event, and it is
likely to be driven by exogenous sources such as com-
munication in mass media.

• Activity concentrated symmetrically around the peak
(red squares). These hashtags have neither the purely

anticipatory nor the purely reactive behaviors illus-
trated above, and this may indicate a mix of exogenous
and endogenous factors building up collective attention
to a peak intensity, as a specific day approaches, and
then away from it as user attention shifts away. See
for example the case of the hashtag #watchmen, used
to discuss a blockbuster movie. The peak occurs on
the day of the movie release in theatres.

• Activity almost totally concentrated on the single day
of the peak (green rounded square). These hashtags
correspond to transient collective attention associated
with events that are highly discussed only while they
happen, such as the 2009 State of The Union address
(#nsotu), or the transient large-scale malfunctions of
widely used Google services (#gfail).

These patterns are somehow expected, in the sense that
these are the only possibilities for the coarse-grained tem-
poral profile of a hashtag with a popularity peak. However,
the existence of well defined hashtag clusters, as well as their
stability, are far from trivial and indicate that coarse grain-
ing the temporal dynamics of collective attention as shown
here can expose robust indicators of the social semantics as-
sociated with hashtags. The presence of clearly separated
clusters may also be deeply linked to the diverse nature of
the mechanisms driving popularity in online social systems.
Details on the usage and origin of the hashtags shown in
Fig. 3 are available in Appendix A.

4.2 Social Semantics of Classes
The examples discussed above, such as those of Fig. 1,

point to important di↵erences in the social semantics of the
di↵erent classes of hashtags. In order to shed light on this
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ABSTRACT
Micro-blogging systems such as Twitter expose digital traces
of social discourse with an unprecedented degree of resolu-
tion of individual behaviors. They o↵er an opportunity to
investigate how a large-scale social system responds to ex-
ogenous or endogenous stimuli, and to disentangle the tem-
poral, spatial and topical aspects of users’ activity. Here we
focus on spikes of collective attention in Twitter, and specif-
ically on peaks in the popularity of hashtags. Users employ
hashtags as a form of social annotation, to define a shared
context for a specific event, topic, or meme. We analyze a
large-scale record of Twitter activity and find that the evolu-
tion of hashtag popularity over time defines discrete classes
of hashtags. We link these dynamical classes to the events
the hashtags represent and use text mining techniques to
provide a semantic characterization of the hashtag classes.
Moreover, we track the propagation of hashtags in the Twit-
ter social network and find that epidemic spreading plays a
minor role in hashtag popularity, which is mostly driven by
exogenous factors.

Categories and Subject Descriptors
H.3.5 [Information Storage and Retrieval]: Online In-
formation Services—Web-based services; H.1.2 [Models and
Principles]: User/Machine Systems; J.4 [Computer Ap-
plications]: Social and Behavioral Sciences—Sociology

Keywords
online social networks, micro-blogging, content analysis

1. INTRODUCTION
Popularity plays a major role in the dynamics of online

systems. Public attention can suddenly concentrate on a
Web page or application [1, 2, 3, 4, 5, 6], a Youtube video [7,
8, 9], a trending topic in Twitter [10, 11, 12], or on a story in
the news media [13], sometimes even in absence of an appar-
ent reason. Typically, after an initial increase of attention,
the focus will move elsewhere leaving as a trace a charac-
teristic activity profile. Such popularity peaks are not only
of great relevance for the monetization of online content,
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but also pose scientific challenges related to understanding
the mechanisms ruling their dynamics [2, 7, 4, 14, 11]. In
particular, specific features of the popular item under con-
sideration can now be related to its activity profile by means
of semantic analysis and natural language processing of the
messages exchanged by the users [3, 15, 16].

Here we use data from the Twitter micro-blogging system
to investigate the relation between activity profiles over time
and content. There are several reasons for selecting Twit-
ter: It is one of the most popular online social networks, part
of its message stream is programmatically accessible to the
public [17], and the content of the messages is short, mak-
ing it amenable to automated processing. Twitter is used
as an hybrid between a communication media and an on-
line social network [10, 16] and hosts real-time discussion of
current topics of popular interest. We take advantage of the
practice introduced by Twitter users of attaching“hashtags”
to their messages as a way of explicitly marking the relevant
topics. Twitter has incentivated this practice by supporting
hashtags in their Web interface and in their programmatic
API, turning them into lightweight social annotations of the
information streams users consume. Here we focus our anal-
ysis on those hashtags that exhibited a popularity peak dur-
ing our observation period, and systematically analyze the
corresponding messages (“tweets”) by grounding the words
they contain in a semantic lexicon.

This paper is structured as follows: Section 2 reviews the
literature on Twitter and in particular the literature on tem-
poral patterns of Twitter activity. Section 3 describes the
Twitter dataset we used and the techniques we applied to
select popular hashtags and their usage patterns. In Sec-
tion 4 we identify dynamical classes of hashtag usage and
relate them to the semantics of the corresponding tweets.
In Section 5 we relate the same dynamical classes to the
spreading properties of hashtags over the underlying social
network. Section 6 summarizes our findings and points to
applications and further research directions.

2. RELATED WORK
Several aspects of Twitter have been extensively investi-

gated in the literature, including its network topology [18,
19, 20], the relations and types of messages between users [21,
22], the internal information propagation [23, 24, 25], the
credibility of information [26, 27], and even its potential as
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Figure 3: The four hashtag clusters in the (fb, fp, fa) simplex. Orange triangles: activity concentrated before
an event. Purple circles: activity concentrated after an event. Red squares: symmetric activity. Green
round squares: activity concentrated on the day of an event. The hashtags of Fig. 1 are underlined.

aspect, we systematically analyze the content of the tweets
associated with each group of hashtags, using the semantic
grounding described in Section 3.3. WordNet provides hi-
erarchical structures of concepts that can be made into a
single directed acyclic graph by adding a root “entity” node
as parent of the WordNet taxonomies. Thus, Wordnet can
be used to coarse-grain the semantics of the looked-up terms
by focusing on a given (high enough) level of the subsump-
tion hierarchy. Our interest here is to provide a semantic
fingerprint of the content associated with the di↵erent hash-
tag classes, in order to expose di↵erences in their social se-
mantics. The concepts at depth 4 of the WordNet hierarchy
were identified as appropriate for this purpose, as that hi-
erarchical level provides a good enough semantic diversity
while featuring a small number of generic subsuming cate-
gories. We restricted our analysis to the concepts at depth
4 that occur most frequently in the text associated with the
hashtags under study: the right-hand side of Fig. 4 lists the
15 selected WordNet concepts, together with sample terms
that are subsumed by them.
To expose the semantic di↵erences between hashtag classes

we proceed as follows: For each hashtag we compute a nor-
malized feature vector of the frequencies of occurrence of
the selected WordNet concepts. We then average this vec-
tor over all hashtag belonging to a given class and obtain
the class feature vectors of Fig. 4, where the radius of discs
is proportional to the normalized frequency of the corre-
sponding concept in a given class of hashtags. Clearly, dif-
ferent dynamic classes correspond to di↵erent semantics of
the corresponding tweets. The content of hashtags with ac-

tivity concentrated before the peak has a stronger preva-
lence of concepts like “social events” and “time period” (e.g.,
easter

), consistent with the social anticipation of a known
event. Conversely, hashtags whose activity is concentrated
after the peak, usually associated to unexpected events, in-
clude several marketing campaigns such as macheist, and
this is reflected in the prevalence of concepts like “free” and
“evidence”. Tags with the activity concentrated mostly on
the peak day correspond to events that attract the users’
attention for short periods of time, such as sport events
and media events (e.g., concepts associated with oscar, sub-
sumed by the “symbol” concept). The detailed annotations
of Appendix A allow to make contact between specific hash-
tags or hashtag classes and the information of Figs. 3 and
4. Notice that the observed selectivity between content and
activity profiles may open the door to content tagging tech-
niques based on popularity dynamics and on other behav-
ioral cues.

5. INFORMATION SPREADING
Having identified classes of popular hashtags that di↵er in

activity profiles and semantics, we now turn to investigating
whether such classes are also associated with distinct pat-
terns of information propagation. Similarly to the approach
of Ref. [7], we regard information spreading as an epidemic
process, where the behavior of using a given hashtag spreads
from one user to another. The relevant social network for
this epidemic process is Twitter’s follower network : when-
ever a user posts a given hashtag, her followers are exposed
to the hashtag and can decide to adopt it in turn. Of course,
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ABSTRACT
Micro-blogging systems such as Twitter expose digital traces
of social discourse with an unprecedented degree of resolu-
tion of individual behaviors. They o↵er an opportunity to
investigate how a large-scale social system responds to ex-
ogenous or endogenous stimuli, and to disentangle the tem-
poral, spatial and topical aspects of users’ activity. Here we
focus on spikes of collective attention in Twitter, and specif-
ically on peaks in the popularity of hashtags. Users employ
hashtags as a form of social annotation, to define a shared
context for a specific event, topic, or meme. We analyze a
large-scale record of Twitter activity and find that the evolu-
tion of hashtag popularity over time defines discrete classes
of hashtags. We link these dynamical classes to the events
the hashtags represent and use text mining techniques to
provide a semantic characterization of the hashtag classes.
Moreover, we track the propagation of hashtags in the Twit-
ter social network and find that epidemic spreading plays a
minor role in hashtag popularity, which is mostly driven by
exogenous factors.

Categories and Subject Descriptors
H.3.5 [Information Storage and Retrieval]: Online In-
formation Services—Web-based services; H.1.2 [Models and
Principles]: User/Machine Systems; J.4 [Computer Ap-
plications]: Social and Behavioral Sciences—Sociology

Keywords
online social networks, micro-blogging, content analysis

1. INTRODUCTION
Popularity plays a major role in the dynamics of online

systems. Public attention can suddenly concentrate on a
Web page or application [1, 2, 3, 4, 5, 6], a Youtube video [7,
8, 9], a trending topic in Twitter [10, 11, 12], or on a story in
the news media [13], sometimes even in absence of an appar-
ent reason. Typically, after an initial increase of attention,
the focus will move elsewhere leaving as a trace a charac-
teristic activity profile. Such popularity peaks are not only
of great relevance for the monetization of online content,
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but also pose scientific challenges related to understanding
the mechanisms ruling their dynamics [2, 7, 4, 14, 11]. In
particular, specific features of the popular item under con-
sideration can now be related to its activity profile by means
of semantic analysis and natural language processing of the
messages exchanged by the users [3, 15, 16].

Here we use data from the Twitter micro-blogging system
to investigate the relation between activity profiles over time
and content. There are several reasons for selecting Twit-
ter: It is one of the most popular online social networks, part
of its message stream is programmatically accessible to the
public [17], and the content of the messages is short, mak-
ing it amenable to automated processing. Twitter is used
as an hybrid between a communication media and an on-
line social network [10, 16] and hosts real-time discussion of
current topics of popular interest. We take advantage of the
practice introduced by Twitter users of attaching“hashtags”
to their messages as a way of explicitly marking the relevant
topics. Twitter has incentivated this practice by supporting
hashtags in their Web interface and in their programmatic
API, turning them into lightweight social annotations of the
information streams users consume. Here we focus our anal-
ysis on those hashtags that exhibited a popularity peak dur-
ing our observation period, and systematically analyze the
corresponding messages (“tweets”) by grounding the words
they contain in a semantic lexicon.

This paper is structured as follows: Section 2 reviews the
literature on Twitter and in particular the literature on tem-
poral patterns of Twitter activity. Section 3 describes the
Twitter dataset we used and the techniques we applied to
select popular hashtags and their usage patterns. In Sec-
tion 4 we identify dynamical classes of hashtag usage and
relate them to the semantics of the corresponding tweets.
In Section 5 we relate the same dynamical classes to the
spreading properties of hashtags over the underlying social
network. Section 6 summarizes our findings and points to
applications and further research directions.

2. RELATED WORK
Several aspects of Twitter have been extensively investi-

gated in the literature, including its network topology [18,
19, 20], the relations and types of messages between users [21,
22], the internal information propagation [23, 24, 25], the
credibility of information [26, 27], and even its potential as
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Figure 3: The four hashtag clusters in the (fb, fp, fa) simplex. Orange triangles: activity concentrated before
an event. Purple circles: activity concentrated after an event. Red squares: symmetric activity. Green
round squares: activity concentrated on the day of an event. The hashtags of Fig. 1 are underlined.

aspect, we systematically analyze the content of the tweets
associated with each group of hashtags, using the semantic
grounding described in Section 3.3. WordNet provides hi-
erarchical structures of concepts that can be made into a
single directed acyclic graph by adding a root “entity” node
as parent of the WordNet taxonomies. Thus, Wordnet can
be used to coarse-grain the semantics of the looked-up terms
by focusing on a given (high enough) level of the subsump-
tion hierarchy. Our interest here is to provide a semantic
fingerprint of the content associated with the di↵erent hash-
tag classes, in order to expose di↵erences in their social se-
mantics. The concepts at depth 4 of the WordNet hierarchy
were identified as appropriate for this purpose, as that hi-
erarchical level provides a good enough semantic diversity
while featuring a small number of generic subsuming cate-
gories. We restricted our analysis to the concepts at depth
4 that occur most frequently in the text associated with the
hashtags under study: the right-hand side of Fig. 4 lists the
15 selected WordNet concepts, together with sample terms
that are subsumed by them.
To expose the semantic di↵erences between hashtag classes

we proceed as follows: For each hashtag we compute a nor-
malized feature vector of the frequencies of occurrence of
the selected WordNet concepts. We then average this vec-
tor over all hashtag belonging to a given class and obtain
the class feature vectors of Fig. 4, where the radius of discs
is proportional to the normalized frequency of the corre-
sponding concept in a given class of hashtags. Clearly, dif-
ferent dynamic classes correspond to di↵erent semantics of
the corresponding tweets. The content of hashtags with ac-

tivity concentrated before the peak has a stronger preva-
lence of concepts like “social events” and “time period” (e.g.,
easter

), consistent with the social anticipation of a known
event. Conversely, hashtags whose activity is concentrated
after the peak, usually associated to unexpected events, in-
clude several marketing campaigns such as macheist, and
this is reflected in the prevalence of concepts like “free” and
“evidence”. Tags with the activity concentrated mostly on
the peak day correspond to events that attract the users’
attention for short periods of time, such as sport events
and media events (e.g., concepts associated with oscar, sub-
sumed by the “symbol” concept). The detailed annotations
of Appendix A allow to make contact between specific hash-
tags or hashtag classes and the information of Figs. 3 and
4. Notice that the observed selectivity between content and
activity profiles may open the door to content tagging tech-
niques based on popularity dynamics and on other behav-
ioral cues.

5. INFORMATION SPREADING
Having identified classes of popular hashtags that di↵er in

activity profiles and semantics, we now turn to investigating
whether such classes are also associated with distinct pat-
terns of information propagation. Similarly to the approach
of Ref. [7], we regard information spreading as an epidemic
process, where the behavior of using a given hashtag spreads
from one user to another. The relevant social network for
this epidemic process is Twitter’s follower network : when-
ever a user posts a given hashtag, her followers are exposed
to the hashtag and can decide to adopt it in turn. Of course,
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Micro-blogging systems such as Twitter expose digital traces
of social discourse with an unprecedented degree of resolu-
tion of individual behaviors. They o↵er an opportunity to
investigate how a large-scale social system responds to ex-
ogenous or endogenous stimuli, and to disentangle the tem-
poral, spatial and topical aspects of users’ activity. Here we
focus on spikes of collective attention in Twitter, and specif-
ically on peaks in the popularity of hashtags. Users employ
hashtags as a form of social annotation, to define a shared
context for a specific event, topic, or meme. We analyze a
large-scale record of Twitter activity and find that the evolu-
tion of hashtag popularity over time defines discrete classes
of hashtags. We link these dynamical classes to the events
the hashtags represent and use text mining techniques to
provide a semantic characterization of the hashtag classes.
Moreover, we track the propagation of hashtags in the Twit-
ter social network and find that epidemic spreading plays a
minor role in hashtag popularity, which is mostly driven by
exogenous factors.
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formation Services—Web-based services; H.1.2 [Models and
Principles]: User/Machine Systems; J.4 [Computer Ap-
plications]: Social and Behavioral Sciences—Sociology
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1. INTRODUCTION
Popularity plays a major role in the dynamics of online

systems. Public attention can suddenly concentrate on a
Web page or application [1, 2, 3, 4, 5, 6], a Youtube video [7,
8, 9], a trending topic in Twitter [10, 11, 12], or on a story in
the news media [13], sometimes even in absence of an appar-
ent reason. Typically, after an initial increase of attention,
the focus will move elsewhere leaving as a trace a charac-
teristic activity profile. Such popularity peaks are not only
of great relevance for the monetization of online content,
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but also pose scientific challenges related to understanding
the mechanisms ruling their dynamics [2, 7, 4, 14, 11]. In
particular, specific features of the popular item under con-
sideration can now be related to its activity profile by means
of semantic analysis and natural language processing of the
messages exchanged by the users [3, 15, 16].

Here we use data from the Twitter micro-blogging system
to investigate the relation between activity profiles over time
and content. There are several reasons for selecting Twit-
ter: It is one of the most popular online social networks, part
of its message stream is programmatically accessible to the
public [17], and the content of the messages is short, mak-
ing it amenable to automated processing. Twitter is used
as an hybrid between a communication media and an on-
line social network [10, 16] and hosts real-time discussion of
current topics of popular interest. We take advantage of the
practice introduced by Twitter users of attaching“hashtags”
to their messages as a way of explicitly marking the relevant
topics. Twitter has incentivated this practice by supporting
hashtags in their Web interface and in their programmatic
API, turning them into lightweight social annotations of the
information streams users consume. Here we focus our anal-
ysis on those hashtags that exhibited a popularity peak dur-
ing our observation period, and systematically analyze the
corresponding messages (“tweets”) by grounding the words
they contain in a semantic lexicon.

This paper is structured as follows: Section 2 reviews the
literature on Twitter and in particular the literature on tem-
poral patterns of Twitter activity. Section 3 describes the
Twitter dataset we used and the techniques we applied to
select popular hashtags and their usage patterns. In Sec-
tion 4 we identify dynamical classes of hashtag usage and
relate them to the semantics of the corresponding tweets.
In Section 5 we relate the same dynamical classes to the
spreading properties of hashtags over the underlying social
network. Section 6 summarizes our findings and points to
applications and further research directions.

2. RELATED WORK
Several aspects of Twitter have been extensively investi-

gated in the literature, including its network topology [18,
19, 20], the relations and types of messages between users [21,
22], the internal information propagation [23, 24, 25], the
credibility of information [26, 27], and even its potential as
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Figure 4: Semantic makeup of the hashtag classes:
columns represent peak types and rows correspond
to topics, i.e., concepts in the WordNet semantic
lexicon. The radius of a circle is proportional to
the average normalized frequency of the topic in
the corresponding hashtag class. The displayed top-
ics represent the most frequently observed generic
concepts. Sample terms subsumed by them are re-
ported in parenthesis.

users can also start using the hashtag spontaneously, as a re-
sult of exposure to external events (elections, sport matches,
disasters, etc.) or to exogenous information sources.

5.1 Basic Features
The first feature we analyze is the fraction of retweets

to total tweets in the messages associated with each hash-
tag under study. Retweets are forwarding actions in which
a tweet from a followed user is delivered to one’s followers
together with a reference to the source. Because of their na-
ture, retweets have been investigated as a mechanism for in-
formation di↵usion in Twitter [23]. The fraction of retweets
is an indicator of how many (forwarded) copies are present
in the tweets associated with a hashtag, and provides in-
formation on the spreading attitude of the corresponding
topic. Retweets were identified both by checking for an ini-
tial “RT” marker or through tweet metadata. The top-left
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Figure 5: Parameters controlling the spreading of
hashtags, broken down by hashtag class. Top left:
fraction of retweets to regular tweets. Top right:
fraction of seeders �. Bottom left: fraction � of fol-
lowers that adopt the hashtag after seeing it. Bot-
tom right: average time ⌧ between the first tweet
with the hashtag and the last one.

panel of Figure 5 reports the fraction of retweets for the four
hashtag classes. A box plot is used to provide information
on the dispersion of parameter values inside each hashtag
class. Hashtags with the activity distributed symmetrically
around the peak or concentrated at the peak day have a
higher fraction of retweets. This supports the idea that
those hashtags are associated with a higher level of endoge-
nous activity, similarly to what happens for some YouTube
videos [7]. Conversely, hashtags characterized by activity be-
fore the peak are associated to anticipatory behaviors and
appear less prone to viral spreading.
The box-plot in the top-right panel of Fig. 5 reports the

fraction � of users who adopt the hashtag when none of the
users they follow have used it before. In other words, � es-
timates the fraction of “seeders” that inject the information
related to the hashtag into the social network. Although the
level of heterogeneity inside the four groups is high, we see
that the hashtags with activity concentrated after the peak
tend to have more seeders. This indicates that the propaga-
tion is probably fueled by exogenous factors, such as pub-
licity campaigns or mass media communication. A further
corroboration is provided by the semantic analysis of Fig. 4,
as these hashtags contain concepts such as “sign” (sign-up
for a service) , “account” (create an account) or “free” that
are usually associated with commercial campaigns that are
heavily di↵used in traditional media.

5.2 Epidemic Parameters
The box-plot in the bottom-left panel of Fig. 5 reports

the average fraction � of a user’s followers who adopt the
hashtag after he or she has posted a tweet containing it.
In modeling epidemic processes, � is a measure of infec-
tiousness. In this context, it bears information about the
capacity of a behavior or meme to propagate from a user to
her followers. The box-plot shows that � does not depend
strongly on the hashtag class and its median value is about
0.02. This might suggest the existence of a generic mech-
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Micro-blogging systems such as Twitter expose digital traces
of social discourse with an unprecedented degree of resolu-
tion of individual behaviors. They o↵er an opportunity to
investigate how a large-scale social system responds to ex-
ogenous or endogenous stimuli, and to disentangle the tem-
poral, spatial and topical aspects of users’ activity. Here we
focus on spikes of collective attention in Twitter, and specif-
ically on peaks in the popularity of hashtags. Users employ
hashtags as a form of social annotation, to define a shared
context for a specific event, topic, or meme. We analyze a
large-scale record of Twitter activity and find that the evolu-
tion of hashtag popularity over time defines discrete classes
of hashtags. We link these dynamical classes to the events
the hashtags represent and use text mining techniques to
provide a semantic characterization of the hashtag classes.
Moreover, we track the propagation of hashtags in the Twit-
ter social network and find that epidemic spreading plays a
minor role in hashtag popularity, which is mostly driven by
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1. INTRODUCTION
Popularity plays a major role in the dynamics of online

systems. Public attention can suddenly concentrate on a
Web page or application [1, 2, 3, 4, 5, 6], a Youtube video [7,
8, 9], a trending topic in Twitter [10, 11, 12], or on a story in
the news media [13], sometimes even in absence of an appar-
ent reason. Typically, after an initial increase of attention,
the focus will move elsewhere leaving as a trace a charac-
teristic activity profile. Such popularity peaks are not only
of great relevance for the monetization of online content,
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but also pose scientific challenges related to understanding
the mechanisms ruling their dynamics [2, 7, 4, 14, 11]. In
particular, specific features of the popular item under con-
sideration can now be related to its activity profile by means
of semantic analysis and natural language processing of the
messages exchanged by the users [3, 15, 16].

Here we use data from the Twitter micro-blogging system
to investigate the relation between activity profiles over time
and content. There are several reasons for selecting Twit-
ter: It is one of the most popular online social networks, part
of its message stream is programmatically accessible to the
public [17], and the content of the messages is short, mak-
ing it amenable to automated processing. Twitter is used
as an hybrid between a communication media and an on-
line social network [10, 16] and hosts real-time discussion of
current topics of popular interest. We take advantage of the
practice introduced by Twitter users of attaching“hashtags”
to their messages as a way of explicitly marking the relevant
topics. Twitter has incentivated this practice by supporting
hashtags in their Web interface and in their programmatic
API, turning them into lightweight social annotations of the
information streams users consume. Here we focus our anal-
ysis on those hashtags that exhibited a popularity peak dur-
ing our observation period, and systematically analyze the
corresponding messages (“tweets”) by grounding the words
they contain in a semantic lexicon.

This paper is structured as follows: Section 2 reviews the
literature on Twitter and in particular the literature on tem-
poral patterns of Twitter activity. Section 3 describes the
Twitter dataset we used and the techniques we applied to
select popular hashtags and their usage patterns. In Sec-
tion 4 we identify dynamical classes of hashtag usage and
relate them to the semantics of the corresponding tweets.
In Section 5 we relate the same dynamical classes to the
spreading properties of hashtags over the underlying social
network. Section 6 summarizes our findings and points to
applications and further research directions.

2. RELATED WORK
Several aspects of Twitter have been extensively investi-

gated in the literature, including its network topology [18,
19, 20], the relations and types of messages between users [21,
22], the internal information propagation [23, 24, 25], the
credibility of information [26, 27], and even its potential as
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Figure 4: Semantic makeup of the hashtag classes:
columns represent peak types and rows correspond
to topics, i.e., concepts in the WordNet semantic
lexicon. The radius of a circle is proportional to
the average normalized frequency of the topic in
the corresponding hashtag class. The displayed top-
ics represent the most frequently observed generic
concepts. Sample terms subsumed by them are re-
ported in parenthesis.

users can also start using the hashtag spontaneously, as a re-
sult of exposure to external events (elections, sport matches,
disasters, etc.) or to exogenous information sources.

5.1 Basic Features
The first feature we analyze is the fraction of retweets

to total tweets in the messages associated with each hash-
tag under study. Retweets are forwarding actions in which
a tweet from a followed user is delivered to one’s followers
together with a reference to the source. Because of their na-
ture, retweets have been investigated as a mechanism for in-
formation di↵usion in Twitter [23]. The fraction of retweets
is an indicator of how many (forwarded) copies are present
in the tweets associated with a hashtag, and provides in-
formation on the spreading attitude of the corresponding
topic. Retweets were identified both by checking for an ini-
tial “RT” marker or through tweet metadata. The top-left
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Figure 5: Parameters controlling the spreading of
hashtags, broken down by hashtag class. Top left:
fraction of retweets to regular tweets. Top right:
fraction of seeders �. Bottom left: fraction � of fol-
lowers that adopt the hashtag after seeing it. Bot-
tom right: average time ⌧ between the first tweet
with the hashtag and the last one.

panel of Figure 5 reports the fraction of retweets for the four
hashtag classes. A box plot is used to provide information
on the dispersion of parameter values inside each hashtag
class. Hashtags with the activity distributed symmetrically
around the peak or concentrated at the peak day have a
higher fraction of retweets. This supports the idea that
those hashtags are associated with a higher level of endoge-
nous activity, similarly to what happens for some YouTube
videos [7]. Conversely, hashtags characterized by activity be-
fore the peak are associated to anticipatory behaviors and
appear less prone to viral spreading.

The box-plot in the top-right panel of Fig. 5 reports the
fraction � of users who adopt the hashtag when none of the
users they follow have used it before. In other words, � es-
timates the fraction of “seeders” that inject the information
related to the hashtag into the social network. Although the
level of heterogeneity inside the four groups is high, we see
that the hashtags with activity concentrated after the peak
tend to have more seeders. This indicates that the propaga-
tion is probably fueled by exogenous factors, such as pub-
licity campaigns or mass media communication. A further
corroboration is provided by the semantic analysis of Fig. 4,
as these hashtags contain concepts such as “sign” (sign-up
for a service) , “account” (create an account) or “free” that
are usually associated with commercial campaigns that are
heavily di↵used in traditional media.

5.2 Epidemic Parameters
The box-plot in the bottom-left panel of Fig. 5 reports

the average fraction � of a user’s followers who adopt the
hashtag after he or she has posted a tweet containing it.
In modeling epidemic processes, � is a measure of infec-
tiousness. In this context, it bears information about the
capacity of a behavior or meme to propagate from a user to
her followers. The box-plot shows that � does not depend
strongly on the hashtag class and its median value is about
0.02. This might suggest the existence of a generic mech-
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ABSTRACT
Micro-blogging systems such as Twitter expose digital traces
of social discourse with an unprecedented degree of resolu-
tion of individual behaviors. They o↵er an opportunity to
investigate how a large-scale social system responds to ex-
ogenous or endogenous stimuli, and to disentangle the tem-
poral, spatial and topical aspects of users’ activity. Here we
focus on spikes of collective attention in Twitter, and specif-
ically on peaks in the popularity of hashtags. Users employ
hashtags as a form of social annotation, to define a shared
context for a specific event, topic, or meme. We analyze a
large-scale record of Twitter activity and find that the evolu-
tion of hashtag popularity over time defines discrete classes
of hashtags. We link these dynamical classes to the events
the hashtags represent and use text mining techniques to
provide a semantic characterization of the hashtag classes.
Moreover, we track the propagation of hashtags in the Twit-
ter social network and find that epidemic spreading plays a
minor role in hashtag popularity, which is mostly driven by
exogenous factors.

Categories and Subject Descriptors
H.3.5 [Information Storage and Retrieval]: Online In-
formation Services—Web-based services; H.1.2 [Models and
Principles]: User/Machine Systems; J.4 [Computer Ap-
plications]: Social and Behavioral Sciences—Sociology

Keywords
online social networks, micro-blogging, content analysis

1. INTRODUCTION
Popularity plays a major role in the dynamics of online

systems. Public attention can suddenly concentrate on a
Web page or application [1, 2, 3, 4, 5, 6], a Youtube video [7,
8, 9], a trending topic in Twitter [10, 11, 12], or on a story in
the news media [13], sometimes even in absence of an appar-
ent reason. Typically, after an initial increase of attention,
the focus will move elsewhere leaving as a trace a charac-
teristic activity profile. Such popularity peaks are not only
of great relevance for the monetization of online content,
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but also pose scientific challenges related to understanding
the mechanisms ruling their dynamics [2, 7, 4, 14, 11]. In
particular, specific features of the popular item under con-
sideration can now be related to its activity profile by means
of semantic analysis and natural language processing of the
messages exchanged by the users [3, 15, 16].

Here we use data from the Twitter micro-blogging system
to investigate the relation between activity profiles over time
and content. There are several reasons for selecting Twit-
ter: It is one of the most popular online social networks, part
of its message stream is programmatically accessible to the
public [17], and the content of the messages is short, mak-
ing it amenable to automated processing. Twitter is used
as an hybrid between a communication media and an on-
line social network [10, 16] and hosts real-time discussion of
current topics of popular interest. We take advantage of the
practice introduced by Twitter users of attaching“hashtags”
to their messages as a way of explicitly marking the relevant
topics. Twitter has incentivated this practice by supporting
hashtags in their Web interface and in their programmatic
API, turning them into lightweight social annotations of the
information streams users consume. Here we focus our anal-
ysis on those hashtags that exhibited a popularity peak dur-
ing our observation period, and systematically analyze the
corresponding messages (“tweets”) by grounding the words
they contain in a semantic lexicon.

This paper is structured as follows: Section 2 reviews the
literature on Twitter and in particular the literature on tem-
poral patterns of Twitter activity. Section 3 describes the
Twitter dataset we used and the techniques we applied to
select popular hashtags and their usage patterns. In Sec-
tion 4 we identify dynamical classes of hashtag usage and
relate them to the semantics of the corresponding tweets.
In Section 5 we relate the same dynamical classes to the
spreading properties of hashtags over the underlying social
network. Section 6 summarizes our findings and points to
applications and further research directions.

2. RELATED WORK
Several aspects of Twitter have been extensively investi-

gated in the literature, including its network topology [18,
19, 20], the relations and types of messages between users [21,
22], the internal information propagation [23, 24, 25], the
credibility of information [26, 27], and even its potential as
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Figure 4: Semantic makeup of the hashtag classes:
columns represent peak types and rows correspond
to topics, i.e., concepts in the WordNet semantic
lexicon. The radius of a circle is proportional to
the average normalized frequency of the topic in
the corresponding hashtag class. The displayed top-
ics represent the most frequently observed generic
concepts. Sample terms subsumed by them are re-
ported in parenthesis.

users can also start using the hashtag spontaneously, as a re-
sult of exposure to external events (elections, sport matches,
disasters, etc.) or to exogenous information sources.

5.1 Basic Features
The first feature we analyze is the fraction of retweets

to total tweets in the messages associated with each hash-
tag under study. Retweets are forwarding actions in which
a tweet from a followed user is delivered to one’s followers
together with a reference to the source. Because of their na-
ture, retweets have been investigated as a mechanism for in-
formation di↵usion in Twitter [23]. The fraction of retweets
is an indicator of how many (forwarded) copies are present
in the tweets associated with a hashtag, and provides in-
formation on the spreading attitude of the corresponding
topic. Retweets were identified both by checking for an ini-
tial “RT” marker or through tweet metadata. The top-left

 β

0.09

0.07

0.05

0.03

0.01

before
peak

after
peak peak sym-

metric

peak peak

   
  γ

1.0

0.8

0.6

0.4

0.2

before after peak sym-
metric

τ 
[h

]

40

30

20

10

before
peak

after
peak peak sym-

metric

fr
ac

. r
et

w
ee

ts
 [%

] 30

20

10

before
peak

after
peak peak sym-

metric

Figure 5: Parameters controlling the spreading of
hashtags, broken down by hashtag class. Top left:
fraction of retweets to regular tweets. Top right:
fraction of seeders �. Bottom left: fraction � of fol-
lowers that adopt the hashtag after seeing it. Bot-
tom right: average time ⌧ between the first tweet
with the hashtag and the last one.

panel of Figure 5 reports the fraction of retweets for the four
hashtag classes. A box plot is used to provide information
on the dispersion of parameter values inside each hashtag
class. Hashtags with the activity distributed symmetrically
around the peak or concentrated at the peak day have a
higher fraction of retweets. This supports the idea that
those hashtags are associated with a higher level of endoge-
nous activity, similarly to what happens for some YouTube
videos [7]. Conversely, hashtags characterized by activity be-
fore the peak are associated to anticipatory behaviors and
appear less prone to viral spreading.

The box-plot in the top-right panel of Fig. 5 reports the
fraction � of users who adopt the hashtag when none of the
users they follow have used it before. In other words, � es-
timates the fraction of “seeders” that inject the information
related to the hashtag into the social network. Although the
level of heterogeneity inside the four groups is high, we see
that the hashtags with activity concentrated after the peak
tend to have more seeders. This indicates that the propaga-
tion is probably fueled by exogenous factors, such as pub-
licity campaigns or mass media communication. A further
corroboration is provided by the semantic analysis of Fig. 4,
as these hashtags contain concepts such as “sign” (sign-up
for a service) , “account” (create an account) or “free” that
are usually associated with commercial campaigns that are
heavily di↵used in traditional media.

5.2 Epidemic Parameters
The box-plot in the bottom-left panel of Fig. 5 reports

the average fraction � of a user’s followers who adopt the
hashtag after he or she has posted a tweet containing it.
In modeling epidemic processes, � is a measure of infec-
tiousness. In this context, it bears information about the
capacity of a behavior or meme to propagate from a user to
her followers. The box-plot shows that � does not depend
strongly on the hashtag class and its median value is about
0.02. This might suggest the existence of a generic mech-
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viral
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Micro-blogging systems such as Twitter expose digital traces
of social discourse with an unprecedented degree of resolu-
tion of individual behaviors. They o↵er an opportunity to
investigate how a large-scale social system responds to ex-
ogenous or endogenous stimuli, and to disentangle the tem-
poral, spatial and topical aspects of users’ activity. Here we
focus on spikes of collective attention in Twitter, and specif-
ically on peaks in the popularity of hashtags. Users employ
hashtags as a form of social annotation, to define a shared
context for a specific event, topic, or meme. We analyze a
large-scale record of Twitter activity and find that the evolu-
tion of hashtag popularity over time defines discrete classes
of hashtags. We link these dynamical classes to the events
the hashtags represent and use text mining techniques to
provide a semantic characterization of the hashtag classes.
Moreover, we track the propagation of hashtags in the Twit-
ter social network and find that epidemic spreading plays a
minor role in hashtag popularity, which is mostly driven by
exogenous factors.

Categories and Subject Descriptors
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formation Services—Web-based services; H.1.2 [Models and
Principles]: User/Machine Systems; J.4 [Computer Ap-
plications]: Social and Behavioral Sciences—Sociology
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1. INTRODUCTION
Popularity plays a major role in the dynamics of online

systems. Public attention can suddenly concentrate on a
Web page or application [1, 2, 3, 4, 5, 6], a Youtube video [7,
8, 9], a trending topic in Twitter [10, 11, 12], or on a story in
the news media [13], sometimes even in absence of an appar-
ent reason. Typically, after an initial increase of attention,
the focus will move elsewhere leaving as a trace a charac-
teristic activity profile. Such popularity peaks are not only
of great relevance for the monetization of online content,
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but also pose scientific challenges related to understanding
the mechanisms ruling their dynamics [2, 7, 4, 14, 11]. In
particular, specific features of the popular item under con-
sideration can now be related to its activity profile by means
of semantic analysis and natural language processing of the
messages exchanged by the users [3, 15, 16].

Here we use data from the Twitter micro-blogging system
to investigate the relation between activity profiles over time
and content. There are several reasons for selecting Twit-
ter: It is one of the most popular online social networks, part
of its message stream is programmatically accessible to the
public [17], and the content of the messages is short, mak-
ing it amenable to automated processing. Twitter is used
as an hybrid between a communication media and an on-
line social network [10, 16] and hosts real-time discussion of
current topics of popular interest. We take advantage of the
practice introduced by Twitter users of attaching“hashtags”
to their messages as a way of explicitly marking the relevant
topics. Twitter has incentivated this practice by supporting
hashtags in their Web interface and in their programmatic
API, turning them into lightweight social annotations of the
information streams users consume. Here we focus our anal-
ysis on those hashtags that exhibited a popularity peak dur-
ing our observation period, and systematically analyze the
corresponding messages (“tweets”) by grounding the words
they contain in a semantic lexicon.

This paper is structured as follows: Section 2 reviews the
literature on Twitter and in particular the literature on tem-
poral patterns of Twitter activity. Section 3 describes the
Twitter dataset we used and the techniques we applied to
select popular hashtags and their usage patterns. In Sec-
tion 4 we identify dynamical classes of hashtag usage and
relate them to the semantics of the corresponding tweets.
In Section 5 we relate the same dynamical classes to the
spreading properties of hashtags over the underlying social
network. Section 6 summarizes our findings and points to
applications and further research directions.

2. RELATED WORK
Several aspects of Twitter have been extensively investi-

gated in the literature, including its network topology [18,
19, 20], the relations and types of messages between users [21,
22], the internal information propagation [23, 24, 25], the
credibility of information [26, 27], and even its potential as
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Figure 4: Semantic makeup of the hashtag classes:
columns represent peak types and rows correspond
to topics, i.e., concepts in the WordNet semantic
lexicon. The radius of a circle is proportional to
the average normalized frequency of the topic in
the corresponding hashtag class. The displayed top-
ics represent the most frequently observed generic
concepts. Sample terms subsumed by them are re-
ported in parenthesis.

users can also start using the hashtag spontaneously, as a re-
sult of exposure to external events (elections, sport matches,
disasters, etc.) or to exogenous information sources.

5.1 Basic Features
The first feature we analyze is the fraction of retweets

to total tweets in the messages associated with each hash-
tag under study. Retweets are forwarding actions in which
a tweet from a followed user is delivered to one’s followers
together with a reference to the source. Because of their na-
ture, retweets have been investigated as a mechanism for in-
formation di↵usion in Twitter [23]. The fraction of retweets
is an indicator of how many (forwarded) copies are present
in the tweets associated with a hashtag, and provides in-
formation on the spreading attitude of the corresponding
topic. Retweets were identified both by checking for an ini-
tial “RT” marker or through tweet metadata. The top-left
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Figure 5: Parameters controlling the spreading of
hashtags, broken down by hashtag class. Top left:
fraction of retweets to regular tweets. Top right:
fraction of seeders �. Bottom left: fraction � of fol-
lowers that adopt the hashtag after seeing it. Bot-
tom right: average time ⌧ between the first tweet
with the hashtag and the last one.

panel of Figure 5 reports the fraction of retweets for the four
hashtag classes. A box plot is used to provide information
on the dispersion of parameter values inside each hashtag
class. Hashtags with the activity distributed symmetrically
around the peak or concentrated at the peak day have a
higher fraction of retweets. This supports the idea that
those hashtags are associated with a higher level of endoge-
nous activity, similarly to what happens for some YouTube
videos [7]. Conversely, hashtags characterized by activity be-
fore the peak are associated to anticipatory behaviors and
appear less prone to viral spreading.

The box-plot in the top-right panel of Fig. 5 reports the
fraction � of users who adopt the hashtag when none of the
users they follow have used it before. In other words, � es-
timates the fraction of “seeders” that inject the information
related to the hashtag into the social network. Although the
level of heterogeneity inside the four groups is high, we see
that the hashtags with activity concentrated after the peak
tend to have more seeders. This indicates that the propaga-
tion is probably fueled by exogenous factors, such as pub-
licity campaigns or mass media communication. A further
corroboration is provided by the semantic analysis of Fig. 4,
as these hashtags contain concepts such as “sign” (sign-up
for a service) , “account” (create an account) or “free” that
are usually associated with commercial campaigns that are
heavily di↵used in traditional media.

5.2 Epidemic Parameters
The box-plot in the bottom-left panel of Fig. 5 reports

the average fraction � of a user’s followers who adopt the
hashtag after he or she has posted a tweet containing it.
In modeling epidemic processes, � is a measure of infec-
tiousness. In this context, it bears information about the
capacity of a behavior or meme to propagate from a user to
her followers. The box-plot shows that � does not depend
strongly on the hashtag class and its median value is about
0.02. This might suggest the existence of a generic mech-
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Micro-blogging systems such as Twitter expose digital traces
of social discourse with an unprecedented degree of resolu-
tion of individual behaviors. They o↵er an opportunity to
investigate how a large-scale social system responds to ex-
ogenous or endogenous stimuli, and to disentangle the tem-
poral, spatial and topical aspects of users’ activity. Here we
focus on spikes of collective attention in Twitter, and specif-
ically on peaks in the popularity of hashtags. Users employ
hashtags as a form of social annotation, to define a shared
context for a specific event, topic, or meme. We analyze a
large-scale record of Twitter activity and find that the evolu-
tion of hashtag popularity over time defines discrete classes
of hashtags. We link these dynamical classes to the events
the hashtags represent and use text mining techniques to
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1. INTRODUCTION
Popularity plays a major role in the dynamics of online

systems. Public attention can suddenly concentrate on a
Web page or application [1, 2, 3, 4, 5, 6], a Youtube video [7,
8, 9], a trending topic in Twitter [10, 11, 12], or on a story in
the news media [13], sometimes even in absence of an appar-
ent reason. Typically, after an initial increase of attention,
the focus will move elsewhere leaving as a trace a charac-
teristic activity profile. Such popularity peaks are not only
of great relevance for the monetization of online content,
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but also pose scientific challenges related to understanding
the mechanisms ruling their dynamics [2, 7, 4, 14, 11]. In
particular, specific features of the popular item under con-
sideration can now be related to its activity profile by means
of semantic analysis and natural language processing of the
messages exchanged by the users [3, 15, 16].

Here we use data from the Twitter micro-blogging system
to investigate the relation between activity profiles over time
and content. There are several reasons for selecting Twit-
ter: It is one of the most popular online social networks, part
of its message stream is programmatically accessible to the
public [17], and the content of the messages is short, mak-
ing it amenable to automated processing. Twitter is used
as an hybrid between a communication media and an on-
line social network [10, 16] and hosts real-time discussion of
current topics of popular interest. We take advantage of the
practice introduced by Twitter users of attaching“hashtags”
to their messages as a way of explicitly marking the relevant
topics. Twitter has incentivated this practice by supporting
hashtags in their Web interface and in their programmatic
API, turning them into lightweight social annotations of the
information streams users consume. Here we focus our anal-
ysis on those hashtags that exhibited a popularity peak dur-
ing our observation period, and systematically analyze the
corresponding messages (“tweets”) by grounding the words
they contain in a semantic lexicon.

This paper is structured as follows: Section 2 reviews the
literature on Twitter and in particular the literature on tem-
poral patterns of Twitter activity. Section 3 describes the
Twitter dataset we used and the techniques we applied to
select popular hashtags and their usage patterns. In Sec-
tion 4 we identify dynamical classes of hashtag usage and
relate them to the semantics of the corresponding tweets.
In Section 5 we relate the same dynamical classes to the
spreading properties of hashtags over the underlying social
network. Section 6 summarizes our findings and points to
applications and further research directions.

2. RELATED WORK
Several aspects of Twitter have been extensively investi-

gated in the literature, including its network topology [18,
19, 20], the relations and types of messages between users [21,
22], the internal information propagation [23, 24, 25], the
credibility of information [26, 27], and even its potential as
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Figure 4: Semantic makeup of the hashtag classes:
columns represent peak types and rows correspond
to topics, i.e., concepts in the WordNet semantic
lexicon. The radius of a circle is proportional to
the average normalized frequency of the topic in
the corresponding hashtag class. The displayed top-
ics represent the most frequently observed generic
concepts. Sample terms subsumed by them are re-
ported in parenthesis.

users can also start using the hashtag spontaneously, as a re-
sult of exposure to external events (elections, sport matches,
disasters, etc.) or to exogenous information sources.

5.1 Basic Features
The first feature we analyze is the fraction of retweets

to total tweets in the messages associated with each hash-
tag under study. Retweets are forwarding actions in which
a tweet from a followed user is delivered to one’s followers
together with a reference to the source. Because of their na-
ture, retweets have been investigated as a mechanism for in-
formation di↵usion in Twitter [23]. The fraction of retweets
is an indicator of how many (forwarded) copies are present
in the tweets associated with a hashtag, and provides in-
formation on the spreading attitude of the corresponding
topic. Retweets were identified both by checking for an ini-
tial “RT” marker or through tweet metadata. The top-left
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Figure 5: Parameters controlling the spreading of
hashtags, broken down by hashtag class. Top left:
fraction of retweets to regular tweets. Top right:
fraction of seeders �. Bottom left: fraction � of fol-
lowers that adopt the hashtag after seeing it. Bot-
tom right: average time ⌧ between the first tweet
with the hashtag and the last one.

panel of Figure 5 reports the fraction of retweets for the four
hashtag classes. A box plot is used to provide information
on the dispersion of parameter values inside each hashtag
class. Hashtags with the activity distributed symmetrically
around the peak or concentrated at the peak day have a
higher fraction of retweets. This supports the idea that
those hashtags are associated with a higher level of endoge-
nous activity, similarly to what happens for some YouTube
videos [7]. Conversely, hashtags characterized by activity be-
fore the peak are associated to anticipatory behaviors and
appear less prone to viral spreading.

The box-plot in the top-right panel of Fig. 5 reports the
fraction � of users who adopt the hashtag when none of the
users they follow have used it before. In other words, � es-
timates the fraction of “seeders” that inject the information
related to the hashtag into the social network. Although the
level of heterogeneity inside the four groups is high, we see
that the hashtags with activity concentrated after the peak
tend to have more seeders. This indicates that the propaga-
tion is probably fueled by exogenous factors, such as pub-
licity campaigns or mass media communication. A further
corroboration is provided by the semantic analysis of Fig. 4,
as these hashtags contain concepts such as “sign” (sign-up
for a service) , “account” (create an account) or “free” that
are usually associated with commercial campaigns that are
heavily di↵used in traditional media.

5.2 Epidemic Parameters
The box-plot in the bottom-left panel of Fig. 5 reports

the average fraction � of a user’s followers who adopt the
hashtag after he or she has posted a tweet containing it.
In modeling epidemic processes, � is a measure of infec-
tiousness. In this context, it bears information about the
capacity of a behavior or meme to propagate from a user to
her followers. The box-plot shows that � does not depend
strongly on the hashtag class and its median value is about
0.02. This might suggest the existence of a generic mech-

endogenous

viral
exo-

genous

parameter β measures 
contagiosity: it indicates 

whether a meme propagates 
from a user to their followers
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ABSTRACT
Micro-blogging systems such as Twitter expose digital traces
of social discourse with an unprecedented degree of resolu-
tion of individual behaviors. They o↵er an opportunity to
investigate how a large-scale social system responds to ex-
ogenous or endogenous stimuli, and to disentangle the tem-
poral, spatial and topical aspects of users’ activity. Here we
focus on spikes of collective attention in Twitter, and specif-
ically on peaks in the popularity of hashtags. Users employ
hashtags as a form of social annotation, to define a shared
context for a specific event, topic, or meme. We analyze a
large-scale record of Twitter activity and find that the evolu-
tion of hashtag popularity over time defines discrete classes
of hashtags. We link these dynamical classes to the events
the hashtags represent and use text mining techniques to
provide a semantic characterization of the hashtag classes.
Moreover, we track the propagation of hashtags in the Twit-
ter social network and find that epidemic spreading plays a
minor role in hashtag popularity, which is mostly driven by
exogenous factors.

Categories and Subject Descriptors
H.3.5 [Information Storage and Retrieval]: Online In-
formation Services—Web-based services; H.1.2 [Models and
Principles]: User/Machine Systems; J.4 [Computer Ap-
plications]: Social and Behavioral Sciences—Sociology

Keywords
online social networks, micro-blogging, content analysis

1. INTRODUCTION
Popularity plays a major role in the dynamics of online

systems. Public attention can suddenly concentrate on a
Web page or application [1, 2, 3, 4, 5, 6], a Youtube video [7,
8, 9], a trending topic in Twitter [10, 11, 12], or on a story in
the news media [13], sometimes even in absence of an appar-
ent reason. Typically, after an initial increase of attention,
the focus will move elsewhere leaving as a trace a charac-
teristic activity profile. Such popularity peaks are not only
of great relevance for the monetization of online content,
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ACM 978-1-4503-1229-5/12/04.

but also pose scientific challenges related to understanding
the mechanisms ruling their dynamics [2, 7, 4, 14, 11]. In
particular, specific features of the popular item under con-
sideration can now be related to its activity profile by means
of semantic analysis and natural language processing of the
messages exchanged by the users [3, 15, 16].

Here we use data from the Twitter micro-blogging system
to investigate the relation between activity profiles over time
and content. There are several reasons for selecting Twit-
ter: It is one of the most popular online social networks, part
of its message stream is programmatically accessible to the
public [17], and the content of the messages is short, mak-
ing it amenable to automated processing. Twitter is used
as an hybrid between a communication media and an on-
line social network [10, 16] and hosts real-time discussion of
current topics of popular interest. We take advantage of the
practice introduced by Twitter users of attaching“hashtags”
to their messages as a way of explicitly marking the relevant
topics. Twitter has incentivated this practice by supporting
hashtags in their Web interface and in their programmatic
API, turning them into lightweight social annotations of the
information streams users consume. Here we focus our anal-
ysis on those hashtags that exhibited a popularity peak dur-
ing our observation period, and systematically analyze the
corresponding messages (“tweets”) by grounding the words
they contain in a semantic lexicon.

This paper is structured as follows: Section 2 reviews the
literature on Twitter and in particular the literature on tem-
poral patterns of Twitter activity. Section 3 describes the
Twitter dataset we used and the techniques we applied to
select popular hashtags and their usage patterns. In Sec-
tion 4 we identify dynamical classes of hashtag usage and
relate them to the semantics of the corresponding tweets.
In Section 5 we relate the same dynamical classes to the
spreading properties of hashtags over the underlying social
network. Section 6 summarizes our findings and points to
applications and further research directions.

2. RELATED WORK
Several aspects of Twitter have been extensively investi-

gated in the literature, including its network topology [18,
19, 20], the relations and types of messages between users [21,
22], the internal information propagation [23, 24, 25], the
credibility of information [26, 27], and even its potential as
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Figure 4: Semantic makeup of the hashtag classes:
columns represent peak types and rows correspond
to topics, i.e., concepts in the WordNet semantic
lexicon. The radius of a circle is proportional to
the average normalized frequency of the topic in
the corresponding hashtag class. The displayed top-
ics represent the most frequently observed generic
concepts. Sample terms subsumed by them are re-
ported in parenthesis.

users can also start using the hashtag spontaneously, as a re-
sult of exposure to external events (elections, sport matches,
disasters, etc.) or to exogenous information sources.

5.1 Basic Features
The first feature we analyze is the fraction of retweets

to total tweets in the messages associated with each hash-
tag under study. Retweets are forwarding actions in which
a tweet from a followed user is delivered to one’s followers
together with a reference to the source. Because of their na-
ture, retweets have been investigated as a mechanism for in-
formation di↵usion in Twitter [23]. The fraction of retweets
is an indicator of how many (forwarded) copies are present
in the tweets associated with a hashtag, and provides in-
formation on the spreading attitude of the corresponding
topic. Retweets were identified both by checking for an ini-
tial “RT” marker or through tweet metadata. The top-left
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Figure 5: Parameters controlling the spreading of
hashtags, broken down by hashtag class. Top left:
fraction of retweets to regular tweets. Top right:
fraction of seeders �. Bottom left: fraction � of fol-
lowers that adopt the hashtag after seeing it. Bot-
tom right: average time ⌧ between the first tweet
with the hashtag and the last one.

panel of Figure 5 reports the fraction of retweets for the four
hashtag classes. A box plot is used to provide information
on the dispersion of parameter values inside each hashtag
class. Hashtags with the activity distributed symmetrically
around the peak or concentrated at the peak day have a
higher fraction of retweets. This supports the idea that
those hashtags are associated with a higher level of endoge-
nous activity, similarly to what happens for some YouTube
videos [7]. Conversely, hashtags characterized by activity be-
fore the peak are associated to anticipatory behaviors and
appear less prone to viral spreading.

The box-plot in the top-right panel of Fig. 5 reports the
fraction � of users who adopt the hashtag when none of the
users they follow have used it before. In other words, � es-
timates the fraction of “seeders” that inject the information
related to the hashtag into the social network. Although the
level of heterogeneity inside the four groups is high, we see
that the hashtags with activity concentrated after the peak
tend to have more seeders. This indicates that the propaga-
tion is probably fueled by exogenous factors, such as pub-
licity campaigns or mass media communication. A further
corroboration is provided by the semantic analysis of Fig. 4,
as these hashtags contain concepts such as “sign” (sign-up
for a service) , “account” (create an account) or “free” that
are usually associated with commercial campaigns that are
heavily di↵used in traditional media.

5.2 Epidemic Parameters
The box-plot in the bottom-left panel of Fig. 5 reports

the average fraction � of a user’s followers who adopt the
hashtag after he or she has posted a tweet containing it.
In modeling epidemic processes, � is a measure of infec-
tiousness. In this context, it bears information about the
capacity of a behavior or meme to propagate from a user to
her followers. The box-plot shows that � does not depend
strongly on the hashtag class and its median value is about
0.02. This might suggest the existence of a generic mech-

endogenous

viral
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 τ denotes the time during 
which users are susceptible 
to propagate hashtags to 

their followers. 

parameter β measures 
contagiosity: it indicates 

whether a meme propagates 
from a user to their followers



Shao, Ciampaglia, Varol, 
Flammini, Menczer, 2017

"The spread of misinformation 
by social bots"

Figure 4: Bot score distributions for a random sample of 915 users who posted
at least one link to a claim, and for the 961 accounts that most actively share
misinformation (super-spreaders). The two groups have significantly di↵erent
scores (p < 10�4 according to a Mann-Whitney U test). 8% of accounts in the
random sample and 38% of accounts in the most active group have bot score
above 0.5. Details in Supplementary Materials.
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1. most active users are 
more likely to be bots
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Figure 6: (a) Example of targeting for the claim Report: three million votes
in presidential election cast by illegal aliens, published by Infowars.com on
November 14, 2016 and shared over 18 thousand times on Twitter. Only a por-
tion of the di↵usion network is shown. Nodes stand for Twitter accounts, with
size representing number of followers. Links illustrate how the claim spreads:
by retweets and quoted tweets (blue), or by replies and mentions (red). (b) Av-
erage number of followers for Twitter users who are mentioned (or replied to)
by accounts that link to the most viral 1000 claims. The mentioning accounts
are aggregated into three groups by bot score percentile. Error bars indicate
standard errors. (c) Distributions of follower counts for users mentioned by
accounts in each percentile group.
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the highest number of followers

blue: retweets 
red: mentions
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2. bots tend to target users with 
the highest number of followers

Figure 7: Map of location targeting by misinformation bots, relative to a base-
line. To gauge sharing activity by likely bots, we considered tweets posting links
to claims by accounts with bot score above 0.6 that reported a U.S. state loca-
tion in their profile. We compared the tweet frequencies by states with those
expected from a large sample of tweets about the elections in the same period.
Positive log ratios indicate states with higher than expected bot activity. See
Methods for details.

with a baseline obtained from a large sample of tweets about the elections in
the same period (see details in Methods). A �2 test indicates that the location
patterns produced by bots are inconsistent with the geographic distribution of
political conversations on Twitter (p < 10�4). This suggests that as part of their
disguise, social bots are more likely to report certain locations than others. For
example, Fig. 7 shows geographic anomalies in Tennessee and Missouri, where
bot activity is over five times above baseline.

Having found that bots are employed to drive the viral spread of misinforma-
tion, let us explore how humans interact with the content shared by bots, which
may provide insight into whether and how bots are able to a↵ect public opinion.
Fig. 8 shows that humans do most of the retweeting (upper panel), and they
retweet claims posted by bots as much as by other humans (left panel). This
suggests that collectively, people do not discriminate between misinformation
shared by humans versus social bots.

Finally, we compared the extent to which social bots successfully manipulate
the information ecosystem in support of di↵erent sources of online misinforma-
tion. We considered the most popular sources in terms of median and aggregate
article posts, and measured the bot scores of the accounts that most actively
spread their claims. As shown in Fig. 9, one site (beforeitsnews.com) stands
out in terms of manipulation, but other well-known sources also have many bots
among their promoters. Satire sites like The Onion and fact-checking websites
do not display the same level of bot support.
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3. misinformation bots are 
"overrepresented" in some states

Figure 8: Joint distribution of the bot scores of accounts that retweeted links
to claims and accounts that had originally posted the links. Color represents
the number of retweeted messages in each bin, on a log scale. Projections show
the distributions of bot scores for retweeters (top) and for accounts retweeted
by likely humans (left).
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STRUCTURE OF THE NETWORK AND METHODS OVERVIEW 
 

 
Fig. 1: Map of the Arabic Blogosphere 

 
Adopting similar methods to our study of the Iranian blogosphere, we leveraged content 
analysis of blogs against a large-scale social network analysis of the Arabic language 
blogosphere.9  Figure 1 is a network map of the Arabic blogosphere, in which each dot 
represents a blog.  The size of the dot represents the number of other blogs that link to it, a 
measure of its popularity.  The position of each dot is a function of its links with its 
neighbors.  The diagram is drawn with a Fruchterman-Rheingold ‘physics model’ algorithm.  
Imagine that there is a general force trying to push all blogs away from each other, like a 
                                                 
9John Kelly and Bruce Etling, “Mapping Iran’s Online Public: Politics and Culture in the Persian 
Blogosphere,” Berkman Center Publication No. 2008-01, April 6, 2008, available at 
http://cyber.law.harvard.edu/publications/2008/Mapping_Irans_Online_Public (accessed December 6, 
2008). 
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Figure 3: Aggregate citation behavior prior to the 2004 election. Blogs are colored according to
political orientation, and the size of the circle reflects how many citations from the top 40 the blog
has received. The thickness of the line reflects the number of citations between two blogs. (A) All
directed edges are shown. (B) Edges having fewer than 5 citations in either or both directions are
removed. (C) Edges having fewer than 25 combined citations are removed.
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(a) Following (H=0.83) (b) Retweeting (H=0.90) (c) Mentioning (H=0.79)

Figure 1: Examples of online conversational practices on Twitter: Structures of the aggregate following, retweeting, and
mentioning networks of German politicians from 9 weeks before to 4 weeks after the federal election 2013. The vertices in
the networks correspond to user handles and are color-coded by party affiliation (colors given in Table 1). Arcs correspond to
following/retweeting/mentioning relationships and are colored by sender. Structural differences between different practices can
be observed: For example, homophily H effects are lower in the mentioning network (0.79) than in the following (0.83) and
retweeting (0.90) networks. CDU/CSU and FDP, which formed the last government coalition in Germany, are tightly knit in the
follow and retweet networks. The Pirates are largely decoupled from a relatively pluralistic mentioning space where all other
parties transact. The networks were laid out using the Kamada-Kawai algorithm.

ics of online conversational practices over time. Our work
is rooted in relational sociology, specifically in theoreti-
cal work that considers episodes of stability and change in
practice (Mohr and White 2008; White 2008; Fuhse 2009;
Padgett and Powell 2012). We are interested in making dif-
ferent aspects of online conversational practices, in particu-
lar cultural focus, - similarity, and - reproduction as well as
institutions and punctuations, amenable to quantitative mea-
surements. In doing so, we follow a deductive style of re-
search, deriving measures from a theoretical discussion of
sociological constructs. While this enables us to root our
measures in theory, it makes validation a challenging en-
deavour. To evaluate our approach nonetheless, we choose
to apply it to a particular case, i.e., to conversational prac-
tices of political parties on Twitter before, during, and after
the German federal election of September 22nd, 2013. This

enables us to generate insights into the practical utility of
our deductive approach in a real world scenario, as well as
into the conversational practices of the case itself.

Contributions: The contributions of our work are three-
fold: First, we present and discuss several sociological con-
structs related to conversational practices on a theoretical
level. Second, we present a computational approach that de-
duces measures for each of the sociological constructs of
interest. While the constructs are grounded in sociological
theory, the proposed measures stem from computer science,
social science, information science, and related fields. Third,
to demonstrate the utility of our computational approach, we
conduct a case study on the German federal election 2013
and present empirical insights into the conversational prac-
tices of German politicians during the course of this event.

The paper is structured as follows: After related work we

Table 1: Statistics and dataset for the German federal election 2013 on Twitter – parties differ in several interesting
ways: Consistently across all conversational practices, the Pirate party exhibits the most homophilic behavior. Mentioning is
most strongly used by the Pirates and the Greens (D = 0.07), the two largest parties in terms of microblogging politicians (312
and 178), but not in terms of how many votes they actually received (2.2% and 8.4%). D denotes network density, ¯k denotes
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Pirates 2.2% 312 0.16 57 52 0.89 0.06 40 38 0.93 0.07 73 69 0.92
Total 91.2% 1,031 0.05 44 44 0.83 0.02 25 25 0.90 0.02 39 39 0.79

homophily is stronger in retweet and follower networks than in 
mentions

references are more fragmented than conversations

(a) Following (H=0.83) (b) Retweeting (H=0.90) (c) Mentioning (H=0.79)
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follow and retweet networks. The Pirates are largely decoupled from a relatively pluralistic mentioning space where all other
parties transact. The networks were laid out using the Kamada-Kawai algorithm.
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rates of cross-ideological retweeting were generally 
higher for nonpolitical topics than for political topics, 
although in all cases they were lower than would be 
expected in the absence of ideological considerations 

(i.e., to the left of the vertical dashed line in Fig. 4). 
Third, the ideological asymmetry in cross-ideological 
retweeting was generally smaller in magnitude for non-
political than for political topics. For the Boston 
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Fig. 3. Additional results on polarization in retweeting behavior. The graphics in (a) and (b), which were created using a force-directed layout 
algorithm, depict the retweet networks for the tweet collections on the 2012 election and the 2014 Super Bowl. Each node (dot) represents one user 
(from a random sample, weighted by activity), and each edge (line) represents a retweet. Nodes are colored according to the ideology estimate of 
the corresponding user, from very conservative (dark red) to very liberal (dark blue). Edges are colored according to the ideology estimate of the 
user whose tweet was retweeted. White color denotes areas with a large number of nodes whose placement in the figure overlap. The bar graph 
(c) displays the average level of political polarization for each of the 12 collections in our study. Polarization was calculated as the average absolute 
distance, for all retweets on a topic, between the original author and the ideological center. Higher levels of polarization imply that the informa-
tion that was spread via retweets featured content that was more ideologically extreme. The graph in (d) illustrates the evolution of this index of 
polarization in information diffusion as a function of the number of days passed since each collection was started. Results are shown for a selection 
of five issues. Each data point indicates the estimated polarization index for a given day, and the curves correspond to local regression lines with 
loess smoothing, with 95% confidence intervals in gray.
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the users in our sample, our method yielded ideology 
estimates that corresponded well to conventional mea-
sures of political ideology.

Results

Estimating ideological segregation 
and polarization

Our analysis focused on one of the most common forms 
of interaction on Twitter: retweeting, which involves 

reposting another user’s content with an attribution to 
the original author. Retweeting can be taken as an indi-
cator of information diffusion, but not necessarily mes-
sage endorsement (González-Bailón, Borge-Holthoefer, 
& Moreno, 2013). We utilized three different metrics of 
polarization: (a) the percentage of retweets that took 
place among individuals who were ideologically similar, 
(b) the degree of ideological homogeneity in communi-
ties of users detected in the retweet network, and (c) 
the average ideological extremity of the content that 
was spread via retweets.
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Fig. 1. Results of the tests validating the procedure for estimating ideological placement. The graph in (a) illustrates the correlation (r = .87) 
between the estimated ideological location of the median Twitter user in each state on a liberal-conservative latent scale and the percentage of 
citizens holding liberal opinions across different issues (estimated by Lax & Phillips, 2012, using a combination of survey and sociodemographic 
data). The graph in (b) illustrates the correlation (r = .95) between the ideal point estimates of the ideology of the 365 members of the 113th 
U.S. Congress with more than 5,000 followers, based on their Twitter follower networks, and the Congress members’ ideology scores estimated 
from roll-call votes (Clinton et al., 2004). Within-party correlations are also shown. The graph in (c) displays the distribution of Twitter-based 
ideology estimates of a sample of Twitter users who were registered as Republicans and Democrats in California, Florida, Pennsylvania, Arkan-
sas, and Ohio in 2012. For each group of voters, the box indicates the values of the 25th, 50th, and 75th percentiles of the ideology distribution, 
whereas the ends of the whiskers indicate the highest and lowest values within 1.5 times the interquartile range. Values beyond the end of the 
whiskers (outliers) are displayed as points. The dotted line indicates the position of the average voter (0, by construction).
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of five issues. Each data point indicates the estimated polarization index for a given day, and the curves correspond to local regression lines with 
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Marathon bombing and the Super Bowl, the difference 
between liberals’ and conservatives’ rates of cross- 
ideological retweeting was small, and in the case of the 
Winter Olympics, the difference between liberals and 
conservatives was not statistically significant.

General Discussion

Overall, we observed that online communication struc-
tures are flexible and situation-specific, and that the 
aggregate level of political polarization depends heavily 
on the nature of the issue. For example, Twitter discus-
sions of the 2012 election, the 2013 government shut-
down, and the 2014 State of the Union Address resembled 
an echo chamber: Information about these events was 
exchanged primarily among individuals with highly simi-
lar ideological preferences. By contrast, responses to the 
Boston Marathon bombing in 2013, the 2014 Super Bowl, 
and the 2014 Winter Olympics fit the pattern of a national 
conversation, with individuals of differing ideological 
persuasions frequently reading and retweeting one 
another’s messages. Public discussion of other issues, 
such as the aftermath of the Newtown shooting in 2012, 
reflected a dynamic process, beginning as national con-
versations but transforming fairly rapidly into highly 
polarized exchanges. With respect to both political and 
nonpolitical topics, liberals were more likely than conser-
vatives to engage in cross-ideological retweeting. We do 

not know the extent to which such behavior was carried 
out ironically or for the purpose of ideological criticism; 
in any case, it does seem that liberals were more likely 
than conservatives to expose themselves to differing 
opinions and to circulate those opinions.4

Our research has important implications for the 
study of social behavior, political communication, and 
democratic theory. First, we observed considerable 
variation across time periods and topics in the extent 
to which conversations on Twitter were politically 
polarized. This suggests that some previous studies 
may have overestimated the degree of mass political 
polarization. Our results reveal that homophilic ten-
dencies in online interaction do not imply that infor-
mation about current events is necessarily constrained 
by the walls of an echo chamber; in some cases, infor-
mation diffusion permeates the entire network (see 
Bakshy et al., 2015, for a similar conclusion). Second, 
from a normative perspective, the fact that individuals 
receive news and information from diverse ideological 
sources may improve the quality of the informational 
environment, as well as the fidelity of political repre-
sentation (Mutz, 2006). These findings highlight the 
rich potential of social-media platforms to capture the 
dynamics of public opinion, and they illustrate the 
value of using social-media data to examine questions 
about human behavior in naturally occurring social 
and political contexts.
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Fig. 3. Additional results on polarization in retweeting behavior. The graphics in (a) and (b), which were created using a force-directed layout 
algorithm, depict the retweet networks for the tweet collections on the 2012 election and the 2014 Super Bowl. Each node (dot) represents one user 
(from a random sample, weighted by activity), and each edge (line) represents a retweet. Nodes are colored according to the ideology estimate of 
the corresponding user, from very conservative (dark red) to very liberal (dark blue). Edges are colored according to the ideology estimate of the 
user whose tweet was retweeted. White color denotes areas with a large number of nodes whose placement in the figure overlap. The bar graph 
(c) displays the average level of political polarization for each of the 12 collections in our study. Polarization was calculated as the average absolute 
distance, for all retweets on a topic, between the original author and the ideological center. Higher levels of polarization imply that the informa-
tion that was spread via retweets featured content that was more ideologically extreme. The graph in (d) illustrates the evolution of this index of 
polarization in information diffusion as a function of the number of days passed since each collection was started. Results are shown for a selection 
of five issues. Each data point indicates the estimated polarization index for a given day, and the curves correspond to local regression lines with 
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sentation (Mutz, 2006). These findings highlight the 
rich potential of social-media platforms to capture the 
dynamics of public opinion, and they illustrate the 
value of using social-media data to examine questions 
about human behavior in naturally occurring social 
and political contexts.
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Figure 1: The political retweet (left) and mention (right) networks, laid out using a force-directed algorithm. Node colors reflect
cluster assignments (see § 3.1). Community structure is evident in the retweet network, but less so in the mention network. We
show in § 3.3 that in the retweet network, the red cluster A is made of 93% right-leaning users, while the blue cluster B is made
of 80% left-leaning users.

tive Twitter users. This structural difference is of particular
importance with respect to political communication, as we
now have statistical evidence to suggest that mentions and
replies may serve as a conduit through which users are ex-
posed to information and opinions they might not choose in
advance. Despite this promising finding, the work of Yardi
and boyd (2010) suggests that cross-ideological interactions
may reinforce pre-existing in-group/out-group identities, ex-
acerbating the problem of political polarization.

3.2 Content Homogeneity
The clustering described above was based only on the net-
work properties of the retweet and mention graphs. An inter-
esting question, therefore, is whether it has any significance
in terms of the actual content of the discussions involved.
To address this issue we associate each user with a profile
vector containing all the hashtags in her tweets, weighted by
their frequencies. We can then compute the cosine similari-
ties between each pair of user profiles, separately for users
in the same cluster and users in different clusters. Figure 2
shows that in the mention network, users placed in the same
cluster are not likely to be much more similar to each other
than users in different clusters. On the other hand, in the
retweet network, users in cluster A are more likely to have
very similar profiles than users in cluster B, and users in dif-
ferent clusters are the least similar to each other. As a result
the average similarity within retweet clusters is higher than
across clusters. Further, we note that in both mention and
retweet networks, one of the clusters is more cohesive than
the other — meaning the tag usage within one community is
more homogeneous.
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Figure 2: Cosine similarities among user profiles. The table
on the left shows the average similarities in the retweet and
mention networks for pairs of users both in cluster A, both in
cluster B, and for users in different clusters. All differences
are significant at the 95% confidence level. The plot on the
right displays the actual distributions of cosine similarities
for the retweet network.

3.3 Political Polarization
Given the communities of the retweet network identified in
§ 3.1, their content homogeneity uncovered in § 3.2, and
the findings of previous studies, it is natural to investigate
whether the clusters in the retweet network correspond to
groups of users of similar political alignment.

To accomplish this in a systematic, reproducible way we
used a set of techniques from the social sciences known
as qualitative content analysis (Krippendorff 2004; Kolbe
1991). Similar to assigning class labels to training data in su-
pervised machine learning, content analysis defines a set of
practices that enable social scientists to define reproducible
categories for qualitative features of text. Next we outline
our annotation categories, and then explain the procedures
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manual coding of a thousand of 
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("Progressives 2.0") or #tcot ("Top 
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Table 5: Ratios between observed and expected number of
links between users of different political alignments in the
mention and retweet networks.

Mention Retweet
→ Left → Right → Left → Right

Left 1.23 0.68 1.70 0.05
Right 0.77 1.31 0.03 2.32

expected number of edges going from right-leaning to left-
leaning users is given by:

E[R → L] = kR · UL

UL + UR
. (3)

We compute the other expected numbers of edges (R → R,
L → R, L → L) in the same way.

In Table 5 we report the ratio between the observed and
expected numbers of links between users of each political
alignment. We see that for both means of communication,
users are more likely to engage people with whom they
agree. This effect, however, is far less pronounced in the
mention network, where we observe significant amounts of
cross-ideological interaction.

4.2 Content Injection
Any Twitter user can select arbitrary hashtags to annotate
his or her tweets. We observe that users frequently produce
tweets containing hashtags that target multiple politically
opposed audiences, and we propose that this phenomenon
may be responsible in part for the network structures de-
scribed in this study.

As a thought experiment, consider an individual who
prefers to read tweets produced by users from the political
left. This user would frequently see the popular hashtag #p2
(“Progressives 2.0”) in the body of tweets produced by other
left-leaning users, as shown in Table 6. However, if this user
clicked on the #p2 hashtag hyperlink in one of these tweets,
or searched for it explicitly, she would be exposed to content
from users on both sides of the political spectrum. In fact,
because of the disproportionate number of tweets produced
by left- and right-leaning users, nearly 30% of the tweets
in the #p2 search feed would originate from right-leaning
users.

A natural question is why a user would annotate tweets
with hashtags strongly associated with ideologically
opposed users. One explanation might be that he seeks
to expose those users to information that reinforces his
political views. Consider the following tweets:

User A: Please follow @Username for
an outstanding progressive voice! #p2
#dems #prog #democrats #tcot

User B: Couple Aborts Twin Boys For
Being Wrong Gender..http://bit.ly/xyz
#tcot #hhrs #christian #tlot #teaparty
#sgp #p2 #prolife

Table 6: The ten most popular hashtags produced by left- and
right-leaning users in the manually annotated set of users,
including frequency of use in the two retweet communities
and ideological valence.

Rank Hashtag Left Right Valence
1 #tcot 2,949 13,574 0.384
2 #p2 6,269 3,153 -0.605
3 #teaparty 1,261 5,368 0.350
4 #tlot 725 2,156 0.184
5 #gop 736 1,951 0.128
6 #sgp 226 2,563 0.694
7 #ocra 434 1,649 0.323
8 #dems 953 194 -0.818
9 #twisters 41 990 0.843
10 #palin 200 838 0.343

Total 26,341 53,880

These tweets were selected from the first page of the re-
altime search results for the #tcot (“Top Conservatives on
Twitter”) and #p2 hashtags, respectively, and messages in
this style make up a substantial portion of the results.

This behavior does not go unnoticed by users, as under-
scored by the emergence of the left-leaning hashtag #p21.
According to a crowdsourced hashtag definition site (www.
tagdef.com), #p21 is a hashtag for “Progressives sans
RWNJs” and “Political progressives w/o all the RWNJ spam
that #p2 has,” where RWNJ is an acronym for “Right Wing
NutJob.” This tag appears to have emerged in response to
the efforts by right-leaning users to inject messages into the
high-profile #p2 content stream, and ostensibly serves as a
place where progressives can once again be exposed only to
content aligned with their views.

We propose that when a user is exposed to ideologically
opposed content in this way, she will be unlikely to rebroad-
cast it, but may choose to respond directly to the origina-
tor in the form of a mention. Consequently, the network of
retweets would exhibit ideologically segregated community
structure, while the network of mentions would not.

4.3 Political Valence
To explore the content injection phenomenon in more detail
let us introduce the notion of political valence, a measure
that encodes the relative prominence of a tag among left- and
right-leaning users. Let N(t, L) and N(t, R) be the numbers
of occurrences of tag t in tweets produced by left- and right-
leaning users, respectively. Then define the valence of t as

V (t) = 2
N(t, R)/N(R)

[N(t, L)/N(L)] + [N(t, R)/N(R)]
− 1 (4)

where N(R) =
∑

t N(t, R) is the total number of occur-
rences of all tags in tweets by right-leaning users and N(L)
is defined analogously for left-leaning users. The translation
and scaling constants serve to bound the measure between
−1 for a tag only used by the left, and +1 for a tag only used
by the right. Table 7 illustrates the usefulness of this measure
by listing hashtags sampled from valence quintiles ranging

94

Conover, Ratkiewicz, 
Francisco, Gonçalves, 

Flammini, Menczer, 2011

"Political Polarization 
on Twitter"

FRAGMENTATION : MACRO/MICRO



Figure 1: The political retweet (left) and mention (right) networks, laid out using a force-directed algorithm. Node colors reflect
cluster assignments (see § 3.1). Community structure is evident in the retweet network, but less so in the mention network. We
show in § 3.3 that in the retweet network, the red cluster A is made of 93% right-leaning users, while the blue cluster B is made
of 80% left-leaning users.

tive Twitter users. This structural difference is of particular
importance with respect to political communication, as we
now have statistical evidence to suggest that mentions and
replies may serve as a conduit through which users are ex-
posed to information and opinions they might not choose in
advance. Despite this promising finding, the work of Yardi
and boyd (2010) suggests that cross-ideological interactions
may reinforce pre-existing in-group/out-group identities, ex-
acerbating the problem of political polarization.

3.2 Content Homogeneity
The clustering described above was based only on the net-
work properties of the retweet and mention graphs. An inter-
esting question, therefore, is whether it has any significance
in terms of the actual content of the discussions involved.
To address this issue we associate each user with a profile
vector containing all the hashtags in her tweets, weighted by
their frequencies. We can then compute the cosine similari-
ties between each pair of user profiles, separately for users
in the same cluster and users in different clusters. Figure 2
shows that in the mention network, users placed in the same
cluster are not likely to be much more similar to each other
than users in different clusters. On the other hand, in the
retweet network, users in cluster A are more likely to have
very similar profiles than users in cluster B, and users in dif-
ferent clusters are the least similar to each other. As a result
the average similarity within retweet clusters is higher than
across clusters. Further, we note that in both mention and
retweet networks, one of the clusters is more cohesive than
the other — meaning the tag usage within one community is
more homogeneous.
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Figure 2: Cosine similarities among user profiles. The table
on the left shows the average similarities in the retweet and
mention networks for pairs of users both in cluster A, both in
cluster B, and for users in different clusters. All differences
are significant at the 95% confidence level. The plot on the
right displays the actual distributions of cosine similarities
for the retweet network.

3.3 Political Polarization
Given the communities of the retweet network identified in
§ 3.1, their content homogeneity uncovered in § 3.2, and
the findings of previous studies, it is natural to investigate
whether the clusters in the retweet network correspond to
groups of users of similar political alignment.

To accomplish this in a systematic, reproducible way we
used a set of techniques from the social sciences known
as qualitative content analysis (Krippendorff 2004; Kolbe
1991). Similar to assigning class labels to training data in su-
pervised machine learning, content analysis defines a set of
practices that enable social scientists to define reproducible
categories for qualitative features of text. Next we outline
our annotation categories, and then explain the procedures
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Table 7: Hashtags in tweets by users across the political spectrum, grouped by valence quintiles.
Far Left Moderate Left Center Moderate Right Far Right
#healthcare

#judaism #hollywood

#2010elections

#capitalism #recession

#security #dreamact

#publicoption

#topprogs

#aarp #women

#citizensunited

#democratic

#banksters #energy

#sarahpalin

#progressives

#stopbeck #iraq

#democrats #social

#seniors #dnc

#budget #political

#goproud #christian

#media #nobel

#rangel #waste

#saveamerica

#american #gold
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Figure 3: Proportion of mentions a user sends and receives
to and from ideologically-opposed users relative to her va-
lence. Points represent binned averages. Error bars denote
95% confidence intervals.

from the far left to the far right, where valence is computed
only for hashtags produced by manually-annotated users.

If hashtag-based content injection is related to the com-
paratively high levels of cross-ideological communication
observed in the mention network, we expect users who use
hashtags in this way to receive proportionally more men-
tions from users with opposing political views. Using com-
munity identities in the retweet network as a proxy for politi-
cal alignment, we plot in Figure 3 the average proportions of
mentions users receive from and direct toward members of
the other community versus the mean valence of all tags pro-
duced by those users. A key finding of this study, these re-
sults indicate that users contributing to a politically balanced
combination of content streams on average receive and pro-
duce more inter-ideological communication than those who
use mostly partisan hashtags. Moreover, Table 6 shows that
the most popular hashtags do not have neutral valence, rul-
ing out that neutral-valence users are simply using the most
popular hashtags.

5 Conclusions
In this study we have demonstrated that the two major mech-
anisms for public political interaction on Twitter — men-
tions and retweets — induce distinct network topologies.
The retweet network is highly polarized, while the mention
network is not. To explain these observations we highlight

the role of hashtags in exposing users to content they would
not likely choose in advance. Specifically, users who apply
hashtags with neutral or mixed valence are more likely to
engage in communication with opposing communities.

Although our findings could be interpreted as encouraging
evidence of cross-ideological political discourse, we empha-
size that these interactions are almost certainly not a panacea
for the problem of political polarization. While we know
for certain that ideologically-opposed users interact with
one another, either through mentions or content injection,
they very rarely share information from across the divide
with other members of their community. It is possible that
these users are unswayed by opposing arguments and facts,
or that the social pressures that lead to group polarization
are too strong for most users to overcome (Sunstein 2002).
Whatever the case, political segregation, as manifested in the
topology of the retweet network, persists in spite of substan-
tial cross-ideological interaction.

Qualitatively speaking, our experience with this body of
data suggests that the content of political discourse on Twit-
ter remains highly partisan. Many messages contain senti-
ments more extreme than you would expect to encounter in
face-to-face interactions, and the content is frequently dis-
paraging of the identities and views associated with users
across the partisan divide. If Yardi and boyd (2010) are cor-
rect, and our experience suggests this may be the case, these
interactions might actually serve to exacerbate the problem
of polarization by reinforcing pre-existing political biases.
Further study of the content of inter-ideological communi-
cation, including sentiment analysis, as well as studies of
network topology that include the follower network, could
help to illuminate this issue.

The fractured nature of political discourse seems to be
worsening, and understanding the social and technological
dynamics underlying this trend will be essential to atten-
uating its effect on the public sphere. We have released a
public dataset based on the information accumulated dur-
ing the course of this study, in hopes that it will help others
explore the role of technologically-mediated political inter-
action in deliberative democracy. The dataset is available at
cnets.indiana.edu/groups/nan/truthy.
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Figure 1: The political retweet (left) and mention (right) networks, laid out using a force-directed algorithm. Node colors reflect
cluster assignments (see § 3.1). Community structure is evident in the retweet network, but less so in the mention network. We
show in § 3.3 that in the retweet network, the red cluster A is made of 93% right-leaning users, while the blue cluster B is made
of 80% left-leaning users.

tive Twitter users. This structural difference is of particular
importance with respect to political communication, as we
now have statistical evidence to suggest that mentions and
replies may serve as a conduit through which users are ex-
posed to information and opinions they might not choose in
advance. Despite this promising finding, the work of Yardi
and boyd (2010) suggests that cross-ideological interactions
may reinforce pre-existing in-group/out-group identities, ex-
acerbating the problem of political polarization.

3.2 Content Homogeneity
The clustering described above was based only on the net-
work properties of the retweet and mention graphs. An inter-
esting question, therefore, is whether it has any significance
in terms of the actual content of the discussions involved.
To address this issue we associate each user with a profile
vector containing all the hashtags in her tweets, weighted by
their frequencies. We can then compute the cosine similari-
ties between each pair of user profiles, separately for users
in the same cluster and users in different clusters. Figure 2
shows that in the mention network, users placed in the same
cluster are not likely to be much more similar to each other
than users in different clusters. On the other hand, in the
retweet network, users in cluster A are more likely to have
very similar profiles than users in cluster B, and users in dif-
ferent clusters are the least similar to each other. As a result
the average similarity within retweet clusters is higher than
across clusters. Further, we note that in both mention and
retweet networks, one of the clusters is more cohesive than
the other — meaning the tag usage within one community is
more homogeneous.
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Figure 2: Cosine similarities among user profiles. The table
on the left shows the average similarities in the retweet and
mention networks for pairs of users both in cluster A, both in
cluster B, and for users in different clusters. All differences
are significant at the 95% confidence level. The plot on the
right displays the actual distributions of cosine similarities
for the retweet network.

3.3 Political Polarization
Given the communities of the retweet network identified in
§ 3.1, their content homogeneity uncovered in § 3.2, and
the findings of previous studies, it is natural to investigate
whether the clusters in the retweet network correspond to
groups of users of similar political alignment.

To accomplish this in a systematic, reproducible way we
used a set of techniques from the social sciences known
as qualitative content analysis (Krippendorff 2004; Kolbe
1991). Similar to assigning class labels to training data in su-
pervised machine learning, content analysis defines a set of
practices that enable social scientists to define reproducible
categories for qualitative features of text. Next we outline
our annotation categories, and then explain the procedures
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Table 7: Hashtags in tweets by users across the political spectrum, grouped by valence quintiles.
Far Left Moderate Left Center Moderate Right Far Right
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Figure 3: Proportion of mentions a user sends and receives
to and from ideologically-opposed users relative to her va-
lence. Points represent binned averages. Error bars denote
95% confidence intervals.

from the far left to the far right, where valence is computed
only for hashtags produced by manually-annotated users.

If hashtag-based content injection is related to the com-
paratively high levels of cross-ideological communication
observed in the mention network, we expect users who use
hashtags in this way to receive proportionally more men-
tions from users with opposing political views. Using com-
munity identities in the retweet network as a proxy for politi-
cal alignment, we plot in Figure 3 the average proportions of
mentions users receive from and direct toward members of
the other community versus the mean valence of all tags pro-
duced by those users. A key finding of this study, these re-
sults indicate that users contributing to a politically balanced
combination of content streams on average receive and pro-
duce more inter-ideological communication than those who
use mostly partisan hashtags. Moreover, Table 6 shows that
the most popular hashtags do not have neutral valence, rul-
ing out that neutral-valence users are simply using the most
popular hashtags.

5 Conclusions
In this study we have demonstrated that the two major mech-
anisms for public political interaction on Twitter — men-
tions and retweets — induce distinct network topologies.
The retweet network is highly polarized, while the mention
network is not. To explain these observations we highlight

the role of hashtags in exposing users to content they would
not likely choose in advance. Specifically, users who apply
hashtags with neutral or mixed valence are more likely to
engage in communication with opposing communities.

Although our findings could be interpreted as encouraging
evidence of cross-ideological political discourse, we empha-
size that these interactions are almost certainly not a panacea
for the problem of political polarization. While we know
for certain that ideologically-opposed users interact with
one another, either through mentions or content injection,
they very rarely share information from across the divide
with other members of their community. It is possible that
these users are unswayed by opposing arguments and facts,
or that the social pressures that lead to group polarization
are too strong for most users to overcome (Sunstein 2002).
Whatever the case, political segregation, as manifested in the
topology of the retweet network, persists in spite of substan-
tial cross-ideological interaction.

Qualitatively speaking, our experience with this body of
data suggests that the content of political discourse on Twit-
ter remains highly partisan. Many messages contain senti-
ments more extreme than you would expect to encounter in
face-to-face interactions, and the content is frequently dis-
paraging of the identities and views associated with users
across the partisan divide. If Yardi and boyd (2010) are cor-
rect, and our experience suggests this may be the case, these
interactions might actually serve to exacerbate the problem
of polarization by reinforcing pre-existing political biases.
Further study of the content of inter-ideological communi-
cation, including sentiment analysis, as well as studies of
network topology that include the follower network, could
help to illuminate this issue.

The fractured nature of political discourse seems to be
worsening, and understanding the social and technological
dynamics underlying this trend will be essential to atten-
uating its effect on the public sphere. We have released a
public dataset based on the information accumulated dur-
ing the course of this study, in hopes that it will help others
explore the role of technologically-mediated political inter-
action in deliberative democracy. The dataset is available at
cnets.indiana.edu/groups/nan/truthy.
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Table 7: Hashtags in tweets by users across the political spectrum, grouped by valence quintiles.
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Figure 3: Proportion of mentions a user sends and receives
to and from ideologically-opposed users relative to her va-
lence. Points represent binned averages. Error bars denote
95% confidence intervals.

from the far left to the far right, where valence is computed
only for hashtags produced by manually-annotated users.

If hashtag-based content injection is related to the com-
paratively high levels of cross-ideological communication
observed in the mention network, we expect users who use
hashtags in this way to receive proportionally more men-
tions from users with opposing political views. Using com-
munity identities in the retweet network as a proxy for politi-
cal alignment, we plot in Figure 3 the average proportions of
mentions users receive from and direct toward members of
the other community versus the mean valence of all tags pro-
duced by those users. A key finding of this study, these re-
sults indicate that users contributing to a politically balanced
combination of content streams on average receive and pro-
duce more inter-ideological communication than those who
use mostly partisan hashtags. Moreover, Table 6 shows that
the most popular hashtags do not have neutral valence, rul-
ing out that neutral-valence users are simply using the most
popular hashtags.

5 Conclusions
In this study we have demonstrated that the two major mech-
anisms for public political interaction on Twitter — men-
tions and retweets — induce distinct network topologies.
The retweet network is highly polarized, while the mention
network is not. To explain these observations we highlight

the role of hashtags in exposing users to content they would
not likely choose in advance. Specifically, users who apply
hashtags with neutral or mixed valence are more likely to
engage in communication with opposing communities.

Although our findings could be interpreted as encouraging
evidence of cross-ideological political discourse, we empha-
size that these interactions are almost certainly not a panacea
for the problem of political polarization. While we know
for certain that ideologically-opposed users interact with
one another, either through mentions or content injection,
they very rarely share information from across the divide
with other members of their community. It is possible that
these users are unswayed by opposing arguments and facts,
or that the social pressures that lead to group polarization
are too strong for most users to overcome (Sunstein 2002).
Whatever the case, political segregation, as manifested in the
topology of the retweet network, persists in spite of substan-
tial cross-ideological interaction.

Qualitatively speaking, our experience with this body of
data suggests that the content of political discourse on Twit-
ter remains highly partisan. Many messages contain senti-
ments more extreme than you would expect to encounter in
face-to-face interactions, and the content is frequently dis-
paraging of the identities and views associated with users
across the partisan divide. If Yardi and boyd (2010) are cor-
rect, and our experience suggests this may be the case, these
interactions might actually serve to exacerbate the problem
of polarization by reinforcing pre-existing political biases.
Further study of the content of inter-ideological communi-
cation, including sentiment analysis, as well as studies of
network topology that include the follower network, could
help to illuminate this issue.

The fractured nature of political discourse seems to be
worsening, and understanding the social and technological
dynamics underlying this trend will be essential to atten-
uating its effect on the public sphere. We have released a
public dataset based on the information accumulated dur-
ing the course of this study, in hopes that it will help others
explore the role of technologically-mediated political inter-
action in deliberative democracy. The dataset is available at
cnets.indiana.edu/groups/nan/truthy.
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manual coding of a thousand of 
users, randomly selected from #p2 
("Progressives 2.0") or #tcot ("Top 

Conservatives on Twitter")

Table 5: Ratios between observed and expected number of
links between users of different political alignments in the
mention and retweet networks.

Mention Retweet
→ Left → Right → Left → Right

Left 1.23 0.68 1.70 0.05
Right 0.77 1.31 0.03 2.32
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Table 2. Datasets statistics: hashtag, sizes of the follow and retweet graphs, and description of the event.
The top group represent controversial topics, while the bo�om one represent non-controversial ones.

Hashtag # Tweets Retweet graph Follow graph Description and collection period (2015)

|V | |E | |V | |E |
#beefban 422 908 21 590 30 180 9525 204 332 Government of India bans beef, Mar 2–5
#nemtsov 371 732 43 114 77 330 17 717 155 904 Death of Boris Nemtsov, Feb 28–Mar 2
#netanyahuspeech 1 196 215 122 884 280 375 49 081 2 009 277 Netanyahu’s speech at U.S. Congress, Mar 3–5
#russia_march 317 885 10 883 17 662 4844 42 553 Protests after death of Boris Nemtsov (“march”), Mar 1–2
#indiasdaughter 776 109 68 608 144 935 38 302 131 566 Controversial Indian documentary, Mar 1–5
#baltimoreriots 1 989 360 289 483 432 621 214 552 690 944 Riots in Baltimore after police kills a black man, Apr 28–30
#indiana 972 585 43 252 74 214 21 909 880 814 Indiana pizzeria refuses to cater gay wedding, Apr 2–5
#ukraine 514 074 50 191 91 764 31 225 286 603 Ukraine con�ict, Feb 27–Mar 2
#gunsense 1 022 541 30 096 58 514 17 335 841 466 Gun violence in U.S., Jun 1–30
#leadersdebate 2 099 478 54 102 136 290 22 498 1 211 956 Debate during the U.K. national elections, May 3

#sxsw 343 652 9304 11 003 4558 91 356 SXSW conference, Mar 13–22
#1dfamheretostay 501 960 15 292 26 819 3151 20 275 Last OneDirection concert, Mar 27–29
#germanwings 907 510 29 763 39 075 2111 7329 Germanwings �ight crash, Mar 24–26
#mothersday 1 798 018 155 599 176 915 2225 14 160 Mother’s day, May 8
#nepal 1 297 995 40 579 57 544 4242 42 833 Nepal earthquake, Apr 26–29
#ultralive 364 236 9261 15 544 2113 16 070 Ultra Music Festival, Mar 18–20
#FF 408 326 5401 7646 3899 63 672 Follow Friday, Jun 19
#jurassicworld 724 782 26 407 32 515 4395 31 802 Jurassic World movie, Jun 12-15
#wcw 156 243 10 674 11 809 3264 23 414 Women crush Wednesdays, Jun 17
#nationalkissingday 165 172 4638 4816 790 5927 National kissing day, Jun 19

that were trending during the period from Feb 27 to Jun 15, 2015. By manual inspection we �nd
that most trending hashtags are not related to controversial discussions [19].
We �rst manually pick a set of 10 hashtags that we know represent controversial topics of

discussion. All hashtags in this set have been widely covered by mainstream media, and have
generated ample discussion, both online and o�ine. Moreover, to have a dataset that is balanced
between controversial and non-controversial topics, we sample another set of 10 hashtags that
represent non-controversial topics of discussion. These hashtags are related mostly to “soft news”
and entertainment, but also to events that, while being impactful and dramatic, did not generate
large controversies (e.g., #nepal and #germanwings). In addition to our intuition that these topics
are non-controversial, we manually check a sample of tweets, and we are unable to identify any
clear instance of controversy.2
As a �rst step, we now describe the process of expanding a single hashtag into a set of related

hashtags which de�ne the topic. The goal of this process is to broaden the de�nition of a topic, and
ultimately improve the coverage of the topic itself.

4.1 From hashtags to topics
In the literature, a topic is often de�ned by a single hashtag. However, this choice might be too
restrictive in many cases. For instance, the opposing sides of a controversy might use di�erent
hashtags, as the hashtag itself is loaded with meaning and used as a means to express their opinion.
Using a single hashtag may thus miss part of the relevant posts.
To address this limitation, we extend the de�nition of topic to be more encompassing. Given a

seed hashtag, we de�ne a topic as a set of related hashtags, which co-occur with the seed hashtag.
To �nd related hashtags, we employ (and improve upon) a recent clustering algorithm tailored for
the purpose [17].

2Code and networks used in this work are available at http://github.com/gvrkiran/controversy-detection.
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Fig. 2. Sets of related hashtags for the topics (a) #baltimoreriots and (b) #netanyahuspeech.

We select the edges for graphG based on the retweet activity in the topic: an edge exists between
two users u and � if there are at least two (� = 2) retweets between them that use the hashtag,
irrespective of direction. We remark that, in preliminary experimentation with this approach,
building the retweet graph with a threshold � = 1 did not produce reliable results. We presume that
a single retweet on a topic is not enough of a signal to infer endorsement. Using � = 2 retweets as
threshold proves to be a good trade-o� between high selectivity (which hinders analysis) and noise
reduction. The resulting size for each retweet graph is listed in Table 2.

In an earlier version of this work [20], when building a conversation graph for a single hashtag,
we created an edge between two vertices only if there were “at least two retweets per edge” (in
either direction) between the corresponding pair of users. When de�ning topics as sets of hashtags,
there are several ways to generalize this �ltering step. The simplest approach considers “two of any”
in the set of hashtags that de�nes the topic. However, this approach is too permissive, and results
in an overly-inclusive graph, with spurious relationships and a high level of noise. Instead, we opt
to create an edge between two nodes only if there are at least two retweets for any given hashtag
between the corresponding pair of users. In other words, the resulting conversation graph for the
topic is the union of the retweet graphs for each hashtag in the topic, considered (and �ltered)
separately.
2. Follow graph. In this approach, we build the follow graph induced by a given hashtag. We
select the edges for graphG based on the social connections between Twitter users who employ the
given hashtag: an edge exists between users u and � if u follows � or vice-versa. We stress that the
graphG built with this approach is topic-speci�c, as the edges inG are constrained to connections
between users who discuss the topic that is speci�ed as input to the pipeline.

The rationale for using this graph is based on an assumption of the presence of homophily in the
social network, which is a common trait in this setting. To be more precise, we expect that on a given
topic people will agree more often than not with people they follow, and that for a controversial
topic this phenomenon will be re�ected in well-separated partitions of the resulting graph. Note
that using the entire social graph would not necessarily produce well-separated partitions that
correspond to single topics of discussion, as those partitions would be “blurred” by the existence of
additional edges that are due to other reasons (e.g., o�ine social connections).

On the practical side, while the retweet information is readily available in the stream of tweets,
the social network of Twitter is not. Collecting the follower graph thus requires an expensive
crawling phase. The resulting graph size for each follow graph is listed in Table 2.
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Table 2. Datasets statistics: hashtag, sizes of the follow and retweet graphs, and description of the event.
The top group represent controversial topics, while the bo�om one represent non-controversial ones.
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that were trending during the period from Feb 27 to Jun 15, 2015. By manual inspection we �nd
that most trending hashtags are not related to controversial discussions [19].
We �rst manually pick a set of 10 hashtags that we know represent controversial topics of

discussion. All hashtags in this set have been widely covered by mainstream media, and have
generated ample discussion, both online and o�ine. Moreover, to have a dataset that is balanced
between controversial and non-controversial topics, we sample another set of 10 hashtags that
represent non-controversial topics of discussion. These hashtags are related mostly to “soft news”
and entertainment, but also to events that, while being impactful and dramatic, did not generate
large controversies (e.g., #nepal and #germanwings). In addition to our intuition that these topics
are non-controversial, we manually check a sample of tweets, and we are unable to identify any
clear instance of controversy.2
As a �rst step, we now describe the process of expanding a single hashtag into a set of related

hashtags which de�ne the topic. The goal of this process is to broaden the de�nition of a topic, and
ultimately improve the coverage of the topic itself.

4.1 From hashtags to topics
In the literature, a topic is often de�ned by a single hashtag. However, this choice might be too
restrictive in many cases. For instance, the opposing sides of a controversy might use di�erent
hashtags, as the hashtag itself is loaded with meaning and used as a means to express their opinion.
Using a single hashtag may thus miss part of the relevant posts.
To address this limitation, we extend the de�nition of topic to be more encompassing. Given a

seed hashtag, we de�ne a topic as a set of related hashtags, which co-occur with the seed hashtag.
To �nd related hashtags, we employ (and improve upon) a recent clustering algorithm tailored for
the purpose [17].

2Code and networks used in this work are available at http://github.com/gvrkiran/controversy-detection.
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Fig. 2. Sets of related hashtags for the topics (a) #baltimoreriots and (b) #netanyahuspeech.

We select the edges for graphG based on the retweet activity in the topic: an edge exists between
two users u and � if there are at least two (� = 2) retweets between them that use the hashtag,
irrespective of direction. We remark that, in preliminary experimentation with this approach,
building the retweet graph with a threshold � = 1 did not produce reliable results. We presume that
a single retweet on a topic is not enough of a signal to infer endorsement. Using � = 2 retweets as
threshold proves to be a good trade-o� between high selectivity (which hinders analysis) and noise
reduction. The resulting size for each retweet graph is listed in Table 2.

In an earlier version of this work [20], when building a conversation graph for a single hashtag,
we created an edge between two vertices only if there were “at least two retweets per edge” (in
either direction) between the corresponding pair of users. When de�ning topics as sets of hashtags,
there are several ways to generalize this �ltering step. The simplest approach considers “two of any”
in the set of hashtags that de�nes the topic. However, this approach is too permissive, and results
in an overly-inclusive graph, with spurious relationships and a high level of noise. Instead, we opt
to create an edge between two nodes only if there are at least two retweets for any given hashtag
between the corresponding pair of users. In other words, the resulting conversation graph for the
topic is the union of the retweet graphs for each hashtag in the topic, considered (and �ltered)
separately.
2. Follow graph. In this approach, we build the follow graph induced by a given hashtag. We
select the edges for graphG based on the social connections between Twitter users who employ the
given hashtag: an edge exists between users u and � if u follows � or vice-versa. We stress that the
graphG built with this approach is topic-speci�c, as the edges inG are constrained to connections
between users who discuss the topic that is speci�ed as input to the pipeline.

The rationale for using this graph is based on an assumption of the presence of homophily in the
social network, which is a common trait in this setting. To be more precise, we expect that on a given
topic people will agree more often than not with people they follow, and that for a controversial
topic this phenomenon will be re�ected in well-separated partitions of the resulting graph. Note
that using the entire social graph would not necessarily produce well-separated partitions that
correspond to single topics of discussion, as those partitions would be “blurred” by the existence of
additional edges that are due to other reasons (e.g., o�ine social connections).

On the practical side, while the retweet information is readily available in the stream of tweets,
the social network of Twitter is not. Collecting the follower graph thus requires an expensive
crawling phase. The resulting graph size for each follow graph is listed in Table 2.
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6.1 Random walk
This measure uses the notion of random walks on graphs. It is based on the rationale that, in a
controversial discussion, there are authoritative users on both sides, as evidenced by a large degree
in the graph. The measure captures the intuition of how likely a random user on either side is to be
exposed to authoritative content from the opposing side.
Let G(V ,E) be the graph built by the �rst stage and its two partitions X and Y , (X [ Y = V ,

X \ Y = ;) identi�ed by the second stage of the pipeline. We �rst distinguish the k highest-degree
vertices from each partition. High degree is a proxy for authoritativeness, as it means that a user
has received a large number of endorsements on the speci�c topic. Subsequently, we select one
partition at random (each with probability 0.5) and consider a random walk that starts from a
random vertex in that partition. The walk terminates when it visits any high-degree vertex (from
either side).
We de�ne the Random Walk Controversy (RWC) measure as follows. “Consider two random

walks, one ending in partitionX and one ending in partitionY , RWC is the di�erence of the probabilities
of two events: (i) both random walks started from the partition they ended in and (ii) both random
walks started in a partition other than the one they ended in.” The measure is quanti�ed as

RWC = PXX PYY � PYX PXY , (2)

where PAB , A,B 2 {X ,Y } is the conditional probability
PAB = Pr[start in partition A | end in partition B]. (3)

The aforementioned probabilities have the following desirable properties: (i) they are not skewed
by the size of each partition, as the random walk starts with equal probability from each partition,
and (ii) they are not skewed by the total degree of vertices in each partition, as the probabilities are
conditional on ending in either partition (i.e., the fraction of random walks ending in each partition
is irrelevant). RWC is close to one when the probability of crossing sides is low, and close to zero
when the probability of crossing sides is comparable to that of staying on the same side.

6.2 An e�icient variant of the random walk controversy score
The most straightforward way to compute RWC is via Monte Carlo sampling. We use this approach
in an earlier version of this work [20], with samples of 10 000 randomwalks. Nevertheless, collecting
a large number of samples is computationally intensive, and leads to slow evaluation of RWC. In
this section, we propose a variant of RWC de�ned as a special case of a random walk with restart –
thus leading to a much more e�cient computation. This variant can handle cases where the random
walker gets stuck (i.e., dangling vertices), by using restarts. This feature is important for two reasons:
(i) retweet graphs (one of our main considerations in this paper) are inherently directed, hence
the direction of endorsement should be taken into account, and (ii) since these directed graphs
are very often star-like, there are a few authoritative users who generate information that spreads
through the graph. Our previous Monte Carlo sampling does not take into consideration such
graph structure, and the direction of information propagation, as the random walk process needs
to be made ergodic for the sampling process to function.

To de�ne the proposed variant of RWC, we assume there are two sides for a controversy, de�ned
as two disjoint sets of vertices X and Y . In the original de�nition of the measure, we start multiple
random walks from random vertices on either side, which terminate once they reach a high-degree
vertex. For this variant of RWC, random walks do not terminate, rather they restart once they reach
a high-degree vertex.

More formally, we consider two instances of a randomwalk with restart (RWR), based on whether
they start (and restart) from X (start = X ) or Y (start = Y ). When start = X , the RWR has a restart
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2.4 une communauté sensible aux questions d’accès à l’information : les journalistes 7

Figure 2 – Dans leur article « Exploring Controversy in Twitter », Garimella et al. (2016) montrent
qu’en analysant deux sujets politiques sur Twitter, #beefban (a et e) et #russia_march (b
et f), les personnes catégorisées comme libérales (en bleu) ne retweetent pas le contenu
(a et b) des personnes catégorisées comme conservatrices (en rouge) ni ne les suivent (e
et f). À l’inverse, sur des sujets moins politiques comme #sxsw (c et g) et #germanwings
(d et h), la catégorisation des personnes en fonction de leur couleur politique montre que
celle-ci joue un rôle beaucoup plus faible sur le partage de l’information (c et d) et les
relations de suivi (g et h).

Figure 3 – The media bubble is real (Thompson, 2016). Sur Twitter, on observe que les membres iden-
tifié·e·s comme soutenant Mme Clinton suivent peu les membres identifié·e·s comme
supporters de M. Trump. La vue spatiale accentue la « distance » entre les deux camps.
Les chercheurs·euses du MIT Media Lab ayant mené l’enquête montrent également que
pratiquement aucun·e journaliste au compte vérifié sur Twitter (ici les points rouges) ne
se retrouve dans la « sphère Trump ».

lement été utilisé à tort, comme le montre un extrait d’un article de Wired (« filter bubbles
are a problem technology did not create but certainly seems to exacerbate » (Lui, 2016))
ou la présentation d’un outil du Huffington Post (« [which aim is to] get news beyond your
filter bubble [because] individual perspectives feed on those similar ones of our friends,

[ 30 août 2017 at 3:55 – Jérémie Poiroux ]

�antifying Controversy on Social Media 1:9

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 3. Sample conversation graphs with retweet (top) and follow (bo�om) aspects (visualized using the force-
directed layout algorithm in Gephi). The le� side is controversial, (a,e) #beefban, (b,f) #russia_march, while
the right side is non-controversial, (c,g) #sxsw, (d,h) #germanwings. Only the largest connected component is
shown.

3. Content graph.We create the edges of graph G based on whether users post instances of the
same content. Speci�cally, we experiment with the following three variants: create an edge between
two vertices if the users (i) use the same hashtag, other than the ones that de�nes the topic, (ii)
share a link to the same URL, or (iii) share a link with the same URL domain (e.g., cnn.com is the
domain for all pages on the website of CNN).
4. Hybrid content & retweet graph. We create edges for graph G according to a state-of-the-art
process that blends content and graph information [46]. Concretely, we associate each user with a
vector of frequencies of mentions for di�erent hashtags. Subsequently, we create edges between
pairs of users whose corresponding vectors have high cosine similarity, and combine them with
edges from the retweet graph, built as described above. For details, we refer the interested reader
to the original publication [46].

5 GRAPH PARTITIONING
As previously explained, we use a graph partitioning algorithm to produce two partitions on the
conversation graph. To do so, we rely on a state-of-the-art o�-the-shelf algorithm, METIS [32].
Figure 3 displays the two partitions returned for some of the topics on their corresponding retweet
and follow graphs (Figures 3(a)-(d) and Figures 3(e)-(h), respectively).6 The partitions are depicted
in blue or red. The graph layout is produced by Gephi’s ForceAtlas2 algorithm [28], and is based
solely on the structure of the graph, not on the partitioning computed by METIS. Only the largest

6Other topics show similar trends.
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Figure 6 – Le nuage de points, la carte de chaleur et les histogrammes par cluster offrent une vision
d’ensemble du réseau, ici du confinement à distance 1.

le cluster 1, il est désormais clair que ses membres sont plutôt confinés (moyenne de 0,81).
Une différence intéressante existe entre les clusters 2 et 3. Les membres du cluster 2 ont un
confinement à distance 1 plus hétérogène, se répartissant les valeurs de 0 à 1, tandis que les
membres du cluster 3 ont plutôt un confinement à distance 2 égal à 0,50. Les valeurs des
clusters prennent tous leurs sens lorsqu’elles sont comparées avec la moyenne du réseau.
Ainsi, on peut considérer les clusters 0, 1 et 4 comme confinés à distance 1 et les clusters 2

et 3 peu confinés à distance 1.

analyse du confinement à distance 2 Nous conseillons la consultation du pro-
totype pour suivre les explications 5. Les valeurs de confinement à distance 2 sont plus
proche de 0,50 que de 1, ce qui confirme l’idée selon laquelle les voisin·e·s des voisin·e·s
d’un compte sont plutôt à l’extérieur du cluster de ce compte. Les valeurs nous informent
que le cluster 0 est toujours aussi confiné à distance 2, mais que le cluster 1 devient moins
confiné à distance 2 (0,42), soit sous la moyenne (0,51). Un rapprochement intéressant peut
être fait ici entre les trois mots-clés les plus utilisés par clusters qui sont similaires aux
clusters 1, 2 et 3 et cette chute du confinement à distance 2 du cluster 1. Cette chute du
coefficient de confinement révèlent que la majorité des comptes du cluster 1 suivent unique-
ment des personnes de leur communauté. En revanche, quelques comptes sont très suivis
et sont également « proches » du cluster 2. Ainsi, une majorité des comptes du cluster 1 sont

5. Il est accessible à cette adresse : http://74az0n.axshare.com/btw17.html
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Figure 7 – Schéma de lecture de la comparaison du confinement à distance 1 et à distance 2 pour
tous les comptes de chaque cluster.

Figure 8 – Nuages de point comparant le confinement à distance 1 et à distance 2 pour tous les
comptes de chaque cluster.

trouvent à gauche de la droite rouge). Le nuage de points permet de manière générale de
se représenter plus facilement les extrêmes, et de voir par exemple qu’un certain nombre
de comptes sont complètement confinés à distance 1 dans le cluster 1, ce qui augmente sa
moyenne de confinement à distance 1.
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clusters, au sein du réseau. Pour un compte, le cercle intérieur représente la proportion par
cluster de comptes suivis. Le cercle extérieur propose la même information, mais à distance
2.

Dans les classifications, les comptes ont été rangés par ordre croissant de leur indice de
Herfindahl sur le premier cercle (des comptes suivis directement). Celui-ci se calcule en
additionnant les carrés du nombre de comptes suivis par cluster. L’indice de Herfindahl-
Hirschmann (IHH) mesure à l’origine la concentration d’un marché. Plus il est fort, plus la
production est concentrée.

Par exemple, le compte « 0 » (cluster 0) suit 4 comptes de son cluster et aucun compte
d’autres clusters. Le compte « 129 » (cluster 1) suit 1 compte du cluster 0 et 2, 6 du cluster
1, et 2 du cluster 3. Les indices respectifs de Herfindahl sont de 16 et 42.
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Vues schématiques mésos des relations entre clusters

Les relations entre clusters sont difficiles à appréhender sur les vues globales qui s’inté-
ressent plutôt aux distributions des métriques pour les comptes. Il nous a semblé impor-
tant d’offrir une vue dite « meso » alliant vue macro et micro. Deux vues schématiques
renseignent respectivement sur les liens entrants et sortants par cluster et sur la circulation
de l’information entre les clusters.

liens entrants et sortants (figure 9) Le but de cette visualisation est d’avoir
accès en un coup d’œil à la proportion de liens de suivi qui restent au sein des clusters (il
ne s’agit pas du nombre de membres suivis mais bien de la quantité de liens, un membre
pouvant suivre plusieurs comptes et un compte pouvant être suivi par plusieurs membres)
par rapport au nombre de nœuds dans chaque cluster, le tout en améliorant la lisibilité
proposée par la spacialisation. La grosseur des flèches, en représentant la quantité de liens,
permet d’avoir une impression des zones du réseau qui sont connectées et celles qui le sont
moins ainsi que de l’autorité des clusters (par extension de l’analogie de certains comptes).
Le coefficient d’élargissement étant une valeur pouvant s’imaginer comme la perméabilité
d’une frontière, nous avons préféré au réglage de l’opacité des cercles (clusters) le réglage
de la grosseur de la bordure. Celle-ci est d’autant plus parlante que le cluster accueille peu
de comptes (faisant proportionnellement grossir la bordure). Plus ⌘ est proche de -1, plus
la bordure est mince.

Figure 9 – La vue schématique des liens entrants et sortants permet notamment de comparer la
taille des clusters avec le nombre de liens qui à la fois proviennent et sont à destination
de comptes de chaque cluster.
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vue schématique de la circulation de l’information (figure 10) La vue
schématique donne un deuxième niveau de lecture au schéma sur les liens entrants et sor-
tants. Le cluster 4 n’accueille pas de compte retweeté ni de compte retweeteur, à l’inverse
des clusters 0, 1 et 2. Ici, on veut notamment rendre visible le confinement information-
nel, savoir en un coup d’œil quels sont les clusters dans lesquels l’information est la plus
« retenue » (ici le cluster 0) et les clusters qui partagent le plus d’information avec d’autres
clusters (ici le cluster 1). Lorsqu’on compare la vue schématique des liens entrants et sor-
tants et cette vue, on observe que les proportions sont respectées. En d’autres termes, le
cluster 1 est un cluster connecté et partageur d’information, tandis que le cluster 0 est
faiblement connecté, et partage encore moins d’information (aucune).

Figure 10 – La vue schématique de la circulation de l’information permet notamment de voir la
proportion des tweets qui dépassent les frontières des clusters.

Vue micro de l’horizon des comptes

La vue micro permet de rendre compte de ce que chaque utilisateur·trice « voit » dans le
réseau, ou dit autrement, son horizon/confinement à distance 1 et à distance 2. Partis d’une
vision macro soutenue par une représentation spatiale du réseau, nous terminons avec une
vision « égo-centrée » qui informe, par le prisme de la forme des clusters, du réseau, du
comportement et de l’enchâssement plus ou moins marqué du compte parmi ces mêmes
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Critical (C) Supportive (S) Uncommitted (U) Corporate Govt Individual Media NGO Other Research

60 229 340 29 26 203 142 117 45 67
9.5% 36.4% 54.1% 4.9% 4.1% 32.3% 22.6% 18.6% 7.2% 10.7%

Table 1: Breakdown of “heart” user alignments (left) and types (right).

serving slightly more than 80% of the original raw data.

Distinguishing a core and a periphery based on activ-
ity. We further aim at distinguishing the population of
users who are the most actively engaged in IPCC discus-
sions from those who are more casually evoking it. We
consider that the number of tweets actually written by a
given user in this corpus is a good measure of activity. In
this respect, we do not take retweets into account, as we
assume that they correspond to a more casual posting be-
havior which is more related to information relaying than
direct expression.2 Activity expectedly exhibits an het-
erogeneous pattern of publication among Twitter users
evoking IPCC. This enables us to arbitrarily distinguish
an “IPCC core” from an “IPCC periphery” which more
anecdotally mentions IPPC and is likely to correspond to
the remainder of a public space more marginally inter-
ested in IPCC-related reports.

More precisely, from the 35k distinct authors of
English-speaking tweets, we arbitrarily focus on users
who wrote at least 15 tweets over the whole observation
period. This corresponds to the top 2% most active users.
This yields 629 “core” nodes which produced about 27%
of the total amount of tweets (24,396 out of a total of
89,949, after excluding 122,480 retweets [57.7% of the
English-speaking tweets]). In other words, this core con-
stitutes a quarter of the dataset. While the core will be
the focus group of this study, the wider peripheral audi-
ence that we define by doing so will still inform us on
the relative status of core users.

Manual identification of alignments We further char-
acterize the 629 core user accounts in a qualitative man-
ner. We first aim at describing their alignment towards
the existence of global warming. Tweets may be rather
supportive of this view, or, to the contrary, which ex-
press skeptical opinions; they may also express no spe-
cific opinion at all. At the account level, it is generally
possible to distinguish core users who mainly express
supportive, critical or uncommitted views. To illustrate,
here is a typical example of a tweet critical to the scien-
tific basis of human-induced climate change:

2This will prove to be all the more crucial in the case of struc-
tural analysis, when studying mention networks, where considering a
retweet by A of B citing C would amount to considering that A cited C,
while the original citation goes from B to C — the equivalent in scien-
tific citation network would be to consider that a scientist citing a given
paper inherits from all the citation of that given paper. In other words,
retweets are second-order publications and we find it problematic to
treat them on an equal foot with publications written by authors.

IPCC Insider Rejects Global-Warming
Report - National Review Online (blog)
http://t.co/ObYSPze2Vh

or conversely supporting the scientific basis of human-
induced climate change:

#IPCC: Climate change is everywhere.
That means we need to take action.
Now.
http://t.co/eItB60qMiR

Users who are not clearly falling into one of these two
categories were tagged as “uncommitted” – these are
mainly tweets which give flat information related to the
IPCC report publication:

Climate scientists meet in Japan for
IPCC’s WG2 report - Top Asia-Pacific
News 25.03.14
http://t.co/vG2OkFqhXE

See Table 1 for the respective breakdowns of user types
and alignments. As it turns out, critical users constitute
a bit less than 10% of the core.

Second, we consider account types depending on the
kind of entity they correspond to, sorted into seven main
categories: corporate (explicitly linked to a company),
governmental (linked to a governmental entity), media
(either an official media account or a journalist), NGO
(affiliated with an NGO), research (identified as aca-
demic users), or individual (for individual users who do
not explicitly belong to one of these categories), or even
other (for accounts which may not be clearly categorized
at all). [Camille: Iina, why? perhaps we should provide
some examples here]

4 Results

The goal is to assess which positions are being occupied
within this focused digital public space, and by whom –
considering further three alignment groups (supportive /
skeptics / neutral) and seven types (journalist, NGO, etc.)
Interesting observations relate to the position of critical
users (who are in the minority, but could it be that they
are the most visible / authoritative in this arena? who
would they be?), the media (could they have a relay role,
or an uncommitted role?), casual users and governmental
agencies.

We obtain the global core structure as depicted in
Fig. 4. We immediately observe that slots belonging to
column “A” (i.e. top cited nodes both from the core and
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Figure 1: Illustration of the four types of incom-
ing/outgoing links with respect to the core/periphery di-
chotomy: (i) and (ii) are incoming links respectively
from the core and the periphery, while (iii) and (iv) are
outgoing links resp. to the core and the periphery.

et al., 2011). It focuses on the notion of a core of actors
and is based on a primary dichotomy distinguishing this
core from its periphery, typically of “expert” vs. less ex-
pert actors about a given topic. To some extent, this core
is thus semantically defined. It further relies on a sec-
ondary double dichotomy differentiating actors who are
1. the most active and the most authoritative with respect
to 2. the core and the periphery. This makes it possible to
jointly characterize activity and authority positions with
respect to both experts and non-experts.

More concretely, core actors may receive more or less
links from actors of the core or of the periphery, and es-
tablish more or less links towards core or periphery ac-
tors. This defines four types of links: (i) incoming links
from the core itself, (ii) incoming from the periphery,
(iii) outgoing to the core itself, (iv) outgoing to the pe-
riphery. This double dichotomy is illustrated on Fig. 1.
For each of these link categories, we anticipate degree
centrality to follow an heterogeneous distribution, i.e. a
significant number of nodes having low centralities and
fewer nodes having higher ones. We further use this het-
erogeneity to distinguish the most connected nodes from
the other ones. To this end, we set a threshold p < 0.5
such that “top” nodes in a given link category are at most
among the fraction p of the most connected nodes in that
category, and the “bottom” nodes are the rest. Nodes
around the threshold can exhibit identical centralities, so
that in practice we consider the largest value p0  p
which does not require to arbitrarily split a class of nodes
with identical centralities between the top and the bottom
categories. In this paper, we use a classical p = 20%

threshold (20/80%). Empirically, actual thresholds for
each categories generally slightly diverge from the target
p (see Fig. 4).

Eventually, each node belongs exclusively either to the
top or to the bottom for each link category, which yields a
model featuring 4x4 possible positions in a regular fash-
ion, depending on whether a node is dominant in each
of the four link categories. An illustration is provided on

Fig. 2. For instance, the top-left slot (A1) is populated by
nodes which are in the top category everywhere, while
the bottom-right slot (D4) gathers nodes which belong
to the bottom for all link categories. This regular model
first provides a simple way to discuss which nodes enjoy
which type of authority and engage in which type of ac-
tivity. We discuss the meaning of the various slots further
below.

Remarkable positions. Furthermore, not all positions
are equally likely, i.e. not all slots are equally populated.
This is first due to the fact that top and bottom are not
evenly splitted, by virtue of p being smaller than 0.5.
For instance, since the A1 slot gathers only the top 20%
nodes, its a priori population is likely to be smaller than
that of D4 which only gathers the bottom 80% nodes.
More generally, even if the chances of belonging to the
top or bottom for each link category were uncorrelated,
for a given slot and thus a given top/bottom combination,
the chance of belonging to a slot would be equal to the
product of the chances of belonging to the top (p) or bot-
tom (1 � p) for each link category.1 This yields the a
priori matrix of probabilities as pictured on Fig. 3.

Second, dominance in a link category is in practice
generally correlated with dominance in other categories
— internal and external visibility and activity appear to
be correlated with one another. The model thus makes it
possible to assess whether some type of position could
be remarkable in itself. Some positions are going to
be over- or under-populated with respect to the baseline
expectations for the uncorrelated case shown on Fig. 3.
Discrepancies in actual populations hint at further exam-
ining the corresponding slots to describe whether they
indeed correspond to remarkable node properties. We
eventually rely on these imbalances to further discuss the
socio-semantic configuration of the community.

3 Data and methods
We collected all tweets mentioning “IPCC” around re-
port publications for WG2 & 3 respectively, in March-
April 2014. [Camille: Iina, data collection procedure to
be added here] We then proceed in several steps to fur-
ther refine the perimeter of our case study.

Defining a perimeter of English tweets discussing
“IPCC”. IPCC is an international keyword that may
be used by speakers of distinct languages. Hence, we
first examine the issue of multilinguism. We observe that
39,638 users out of 40,521 (i.e. 97.8%) only ever use one

1Formally, we may describe the type of a node by, say, a tuple
(ti)i2{1,..,4} 2 {0, 1}4 where each value equals 1 or 0 depending
on whether that node is in the top or bottom for link category (i), (ii),
(iii) or (iv), respectively. For instance, the type of nodes in slot B2 is
denoted by (0, 1, 0, 1). In the absence of correlation, the probability to
belong to type t is thus

Q
i2{1,..,4} pti (1� p)(1�ti).
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the right panel, where arrows are pictured only when a position gathers top nodes for the corresponding link category.
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Figure 3: Prior probabilities in the absence of correla-
tions between the various link categories if considering
exactly p% for the top nodes of each category. In gray,
illustration of expected population proportions for each
slot when fixing p = 0.2.

language for all their tweets on IPCC [Camille: Iina, how
did we get these statistics? self-declarative? do you re-
member?]. Among these monolingual flows, 34,471 are
in English, i.e. about 87% of all users. We then find, in
decreasing order, 6.7% of flows written only in Spanish,
2.7% for German, and even smaller amounts for Italian,
Dutch, and French (possibly explained, in this last case,
by the fact that IPCC is translated and usually referred to
as GIEC in French). Among the 2,642 Spanish-speaking

users, only 132 have published 5 tweets or more. For
German-speaking users (the second group in terms of
size), it goes down to 62; and so on for smaller lan-
guage groups. This partition hints at the existence of
separate linguistic spaces of discussion on Twitter, the
bulk of it being dominated by English. The examina-
tion of multilingual user flows further substantiates this
intuition. While this only concerns about 2% of users,
in most cases, English appears alongside another lan-
guage (either as a minority, roughly fifty-fifty, or major-
ity language — these three typical situations being repre-
sented in relatively equal proportions). Previous research
on Twitter additionally suggests that users generally ad-
dress distinct audiences depending on the language they
use (Kim et al., 2014). In this respect, we can reason-
ably consider that publication flows in distinct languages
correspond to distinct discussion spaces, notwithstand-
ing the fact that the small volume of non-English flows
is likely to have a quite marginal effect on results.

In a nutshell, at least for languages where IPCC is in-
deed used as an acronym (i.e. not French at least), we
contend that most of the debate featuring “IPCC” oc-
curs in English. We eventually focus on the Twitter
sphere made of English tweets, assuming that multilin-
gual users address an English-speaking sphere when they
write in English. We dismissing tweets posted in other
languages and thus the other language-specific public
spheres, whose respective sizes are comparably small in
any case. The initial corpus of 259,610 tweets mention-
ing “IPCC” is thus reduced to 212,429 tweets, i.e. con-
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Figure 1: Illustration of the four types of incom-
ing/outgoing links with respect to the core/periphery di-
chotomy: (i) and (ii) are incoming links respectively
from the core and the periphery, while (iii) and (iv) are
outgoing links resp. to the core and the periphery.

et al., 2011). It focuses on the notion of a core of actors
and is based on a primary dichotomy distinguishing this
core from its periphery, typically of “expert” vs. less ex-
pert actors about a given topic. To some extent, this core
is thus semantically defined. It further relies on a sec-
ondary double dichotomy differentiating actors who are
1. the most active and the most authoritative with respect
to 2. the core and the periphery. This makes it possible to
jointly characterize activity and authority positions with
respect to both experts and non-experts.

More concretely, core actors may receive more or less
links from actors of the core or of the periphery, and es-
tablish more or less links towards core or periphery ac-
tors. This defines four types of links: (i) incoming links
from the core itself, (ii) incoming from the periphery,
(iii) outgoing to the core itself, (iv) outgoing to the pe-
riphery. This double dichotomy is illustrated on Fig. 1.
For each of these link categories, we anticipate degree
centrality to follow an heterogeneous distribution, i.e. a
significant number of nodes having low centralities and
fewer nodes having higher ones. We further use this het-
erogeneity to distinguish the most connected nodes from
the other ones. To this end, we set a threshold p < 0.5
such that “top” nodes in a given link category are at most
among the fraction p of the most connected nodes in that
category, and the “bottom” nodes are the rest. Nodes
around the threshold can exhibit identical centralities, so
that in practice we consider the largest value p0  p
which does not require to arbitrarily split a class of nodes
with identical centralities between the top and the bottom
categories. In this paper, we use a classical p = 20%

threshold (20/80%). Empirically, actual thresholds for
each categories generally slightly diverge from the target
p (see Fig. 4).

Eventually, each node belongs exclusively either to the
top or to the bottom for each link category, which yields a
model featuring 4x4 possible positions in a regular fash-
ion, depending on whether a node is dominant in each
of the four link categories. An illustration is provided on

Fig. 2. For instance, the top-left slot (A1) is populated by
nodes which are in the top category everywhere, while
the bottom-right slot (D4) gathers nodes which belong
to the bottom for all link categories. This regular model
first provides a simple way to discuss which nodes enjoy
which type of authority and engage in which type of ac-
tivity. We discuss the meaning of the various slots further
below.

Remarkable positions. Furthermore, not all positions
are equally likely, i.e. not all slots are equally populated.
This is first due to the fact that top and bottom are not
evenly splitted, by virtue of p being smaller than 0.5.
For instance, since the A1 slot gathers only the top 20%
nodes, its a priori population is likely to be smaller than
that of D4 which only gathers the bottom 80% nodes.
More generally, even if the chances of belonging to the
top or bottom for each link category were uncorrelated,
for a given slot and thus a given top/bottom combination,
the chance of belonging to a slot would be equal to the
product of the chances of belonging to the top (p) or bot-
tom (1 � p) for each link category.1 This yields the a
priori matrix of probabilities as pictured on Fig. 3.

Second, dominance in a link category is in practice
generally correlated with dominance in other categories
— internal and external visibility and activity appear to
be correlated with one another. The model thus makes it
possible to assess whether some type of position could
be remarkable in itself. Some positions are going to
be over- or under-populated with respect to the baseline
expectations for the uncorrelated case shown on Fig. 3.
Discrepancies in actual populations hint at further exam-
ining the corresponding slots to describe whether they
indeed correspond to remarkable node properties. We
eventually rely on these imbalances to further discuss the
socio-semantic configuration of the community.

3 Data and methods
We collected all tweets mentioning “IPCC” around re-
port publications for WG2 & 3 respectively, in March-
April 2014. [Camille: Iina, data collection procedure to
be added here] We then proceed in several steps to fur-
ther refine the perimeter of our case study.

Defining a perimeter of English tweets discussing
“IPCC”. IPCC is an international keyword that may
be used by speakers of distinct languages. Hence, we
first examine the issue of multilinguism. We observe that
39,638 users out of 40,521 (i.e. 97.8%) only ever use one

1Formally, we may describe the type of a node by, say, a tuple
(ti)i2{1,..,4} 2 {0, 1}4 where each value equals 1 or 0 depending
on whether that node is in the top or bottom for link category (i), (ii),
(iii) or (iv), respectively. For instance, the type of nodes in slot B2 is
denoted by (0, 1, 0, 1). In the absence of correlation, the probability to
belong to type t is thus

Q
i2{1,..,4} pti (1� p)(1�ti).
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illustration of expected population proportions for each
slot when fixing p = 0.2.

language for all their tweets on IPCC [Camille: Iina, how
did we get these statistics? self-declarative? do you re-
member?]. Among these monolingual flows, 34,471 are
in English, i.e. about 87% of all users. We then find, in
decreasing order, 6.7% of flows written only in Spanish,
2.7% for German, and even smaller amounts for Italian,
Dutch, and French (possibly explained, in this last case,
by the fact that IPCC is translated and usually referred to
as GIEC in French). Among the 2,642 Spanish-speaking

users, only 132 have published 5 tweets or more. For
German-speaking users (the second group in terms of
size), it goes down to 62; and so on for smaller lan-
guage groups. This partition hints at the existence of
separate linguistic spaces of discussion on Twitter, the
bulk of it being dominated by English. The examina-
tion of multilingual user flows further substantiates this
intuition. While this only concerns about 2% of users,
in most cases, English appears alongside another lan-
guage (either as a minority, roughly fifty-fifty, or major-
ity language — these three typical situations being repre-
sented in relatively equal proportions). Previous research
on Twitter additionally suggests that users generally ad-
dress distinct audiences depending on the language they
use (Kim et al., 2014). In this respect, we can reason-
ably consider that publication flows in distinct languages
correspond to distinct discussion spaces, notwithstand-
ing the fact that the small volume of non-English flows
is likely to have a quite marginal effect on results.

In a nutshell, at least for languages where IPCC is in-
deed used as an acronym (i.e. not French at least), we
contend that most of the debate featuring “IPCC” oc-
curs in English. We eventually focus on the Twitter
sphere made of English tweets, assuming that multilin-
gual users address an English-speaking sphere when they
write in English. We dismissing tweets posted in other
languages and thus the other language-specific public
spheres, whose respective sizes are comparably small in
any case. The initial corpus of 259,610 tweets mention-
ing “IPCC” is thus reduced to 212,429 tweets, i.e. con-
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from the core and the periphery, while (iii) and (iv) are
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et al., 2011). It focuses on the notion of a core of actors
and is based on a primary dichotomy distinguishing this
core from its periphery, typically of “expert” vs. less ex-
pert actors about a given topic. To some extent, this core
is thus semantically defined. It further relies on a sec-
ondary double dichotomy differentiating actors who are
1. the most active and the most authoritative with respect
to 2. the core and the periphery. This makes it possible to
jointly characterize activity and authority positions with
respect to both experts and non-experts.

More concretely, core actors may receive more or less
links from actors of the core or of the periphery, and es-
tablish more or less links towards core or periphery ac-
tors. This defines four types of links: (i) incoming links
from the core itself, (ii) incoming from the periphery,
(iii) outgoing to the core itself, (iv) outgoing to the pe-
riphery. This double dichotomy is illustrated on Fig. 1.
For each of these link categories, we anticipate degree
centrality to follow an heterogeneous distribution, i.e. a
significant number of nodes having low centralities and
fewer nodes having higher ones. We further use this het-
erogeneity to distinguish the most connected nodes from
the other ones. To this end, we set a threshold p < 0.5
such that “top” nodes in a given link category are at most
among the fraction p of the most connected nodes in that
category, and the “bottom” nodes are the rest. Nodes
around the threshold can exhibit identical centralities, so
that in practice we consider the largest value p0  p
which does not require to arbitrarily split a class of nodes
with identical centralities between the top and the bottom
categories. In this paper, we use a classical p = 20%

threshold (20/80%). Empirically, actual thresholds for
each categories generally slightly diverge from the target
p (see Fig. 4).

Eventually, each node belongs exclusively either to the
top or to the bottom for each link category, which yields a
model featuring 4x4 possible positions in a regular fash-
ion, depending on whether a node is dominant in each
of the four link categories. An illustration is provided on

Fig. 2. For instance, the top-left slot (A1) is populated by
nodes which are in the top category everywhere, while
the bottom-right slot (D4) gathers nodes which belong
to the bottom for all link categories. This regular model
first provides a simple way to discuss which nodes enjoy
which type of authority and engage in which type of ac-
tivity. We discuss the meaning of the various slots further
below.

Remarkable positions. Furthermore, not all positions
are equally likely, i.e. not all slots are equally populated.
This is first due to the fact that top and bottom are not
evenly splitted, by virtue of p being smaller than 0.5.
For instance, since the A1 slot gathers only the top 20%
nodes, its a priori population is likely to be smaller than
that of D4 which only gathers the bottom 80% nodes.
More generally, even if the chances of belonging to the
top or bottom for each link category were uncorrelated,
for a given slot and thus a given top/bottom combination,
the chance of belonging to a slot would be equal to the
product of the chances of belonging to the top (p) or bot-
tom (1 � p) for each link category.1 This yields the a
priori matrix of probabilities as pictured on Fig. 3.

Second, dominance in a link category is in practice
generally correlated with dominance in other categories
— internal and external visibility and activity appear to
be correlated with one another. The model thus makes it
possible to assess whether some type of position could
be remarkable in itself. Some positions are going to
be over- or under-populated with respect to the baseline
expectations for the uncorrelated case shown on Fig. 3.
Discrepancies in actual populations hint at further exam-
ining the corresponding slots to describe whether they
indeed correspond to remarkable node properties. We
eventually rely on these imbalances to further discuss the
socio-semantic configuration of the community.

3 Data and methods
We collected all tweets mentioning “IPCC” around re-
port publications for WG2 & 3 respectively, in March-
April 2014. [Camille: Iina, data collection procedure to
be added here] We then proceed in several steps to fur-
ther refine the perimeter of our case study.

Defining a perimeter of English tweets discussing
“IPCC”. IPCC is an international keyword that may
be used by speakers of distinct languages. Hence, we
first examine the issue of multilinguism. We observe that
39,638 users out of 40,521 (i.e. 97.8%) only ever use one

1Formally, we may describe the type of a node by, say, a tuple
(ti)i2{1,..,4} 2 {0, 1}4 where each value equals 1 or 0 depending
on whether that node is in the top or bottom for link category (i), (ii),
(iii) or (iv), respectively. For instance, the type of nodes in slot B2 is
denoted by (0, 1, 0, 1). In the absence of correlation, the probability to
belong to type t is thus

Q
i2{1,..,4} pti (1� p)(1�ti).
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REMARKABLE
POSITIONS

the periphery), to line “1” (i.e. top active nodes both to-
wards the core and the periphery) as well as slot “D4”
are the only over-represented slots.

The other slots are under-represented, a finding con-
sistent with the typical structure of the online public
space (Cardon et al., 2011): central slots are almost non-
existent (especially slot C3 which corresponds to a core-
centric pattern where activity and authority relate exclu-
sively to the core with no regard to the periphery) as are
the central slots of line “4” (i.e., authority while being
weakly active is only possible when it comes from both
the core and the periphery) and column “D” (i.e., activity
while being weakly authoritative is only possible when
directed both towards the core and the periphery).

The over-representation of line “1”, column “A” and
slot D4 suggests remarkable configurations and combi-
nations of authority (incoming links) and activity (out-
going links). We thus focus on these slots and further
group and distinguish them depending on whether there
is a strong combination of authority and activity (A1-
A2-A3, B1 and C1), only authority (A4), only activity
(D1), and nothing at all (D4).3 The first group is prin-
cipally exemplified by A1 (which is most significantly
over-represented) and corresponds to a situation where
nodes are authoritative in the core and periphery while
being strongly active: Twitter accounts in slot A1 com-
bine the four types of capital, while the other slots com-
bine three of the four, we denote this group with the
term “star”. The second group (A4) only exhibits au-
thority while being weakly active, a situation which de-
notes prestige without necessarily taking part in the con-
versation, we denote this group with the term “famous”.
The third group (D1) is exactly the contrary: core users
who address the core and the periphery without getting
much attention in return, and we denote it with the term
“curious”. Eventually, the fourth group (D4) combines
the absence of all four types of dominance, and we de-
note it with the term “silent”; it is the vast majority
of Twitter users in this case. The remaining slots (B2-
C2-D2-B3-C3-D3-B4-C4) are under-represented and are
grouped under the label “absent”. B3 and C2, in par-
ticular, correspond to seemingly paradoxical configura-
tions, where nodes are either strongly mentioned by the
periphery only while addressing only the core (B3) or,
vice versa, mentioning the periphery only while being
addressed by the core only (C2).

Positions and alignment. We further examine, at the
macro-level, the type of discourse predominating in each
of these categories. More precisely, we first check
whether some slots are disproportionately hosting nodes
aligned with a critical (C), supportive (S) or uncommit-
ted (U) discourse. This yields the three representativity

3Note that our results hold should we opt for a different breakdown,
for instance by distinguishing full stardom in A1 from strongly author-
itative slots (A2-A3-A4), strongly active slots (B1-C1-D1), and neither
active nor authoritative (D4).
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Figure 4: Representativity matrix. Each matrix cell is
filled with the actual number (top and large figure) and
expected number (small, bottom figure) of nodes falling
in the corresponding slot. The ratio between the former
and the latter describes the over- or under-representation
of a slot, corresponding here to its background color: the
darker, the more over-represented and thus remarkable.
(Actual thresholds for each link category are respectively
p(i) = 0.17, p(ii) = 0.19, p(iii) = 0.14 and p(iv) = 0.19,
corresponding to cut-off degree centralities of 4 (i), 7
(ii), 6 (iii) and 7 (iv). Extremely strong statistical sig-
nificance of the divergence from the expected values for
most cases (p < 0.01, multinomial proportion test), the
only exception being the weakly populated slot B2, B3
[p < 0.05] and A3 [p > 0.1]).

matrices shown on the left of Fig. 5. Each matrix de-
scribes how much a certain type of alignment is found in
each slot with respect to the expected proportion under
an independence hypothesis between the slot and node
alignment. For instance, while critical nodes represent
9.5% of the corpus, and should thus make for 1.6 nodes
of the 17 nodes of slot A1, they actually constitute 29.4%
of that slot (5 nodes) i.e. an over-representation ratio of
a factor more than 3. On the whole, we see that critical
nodes are rather over-represented in the star slots, sup-
portive accounts make the bulk of the silent and relatively
silent slots (in the bottom right corner), while uncommit-
ted actors are rather present in the bottom left quadrant
(around the “famous” slot). This uneven distribution in-
dicates that the remarkable slots are also occupied by di-
verse actors. The right side of Fig. 5 summarizes this
finding by showing the most over-represented alignment
for each slot. This is all the more visible when consid-
ering the above-mentioned groupings, where critical dis-
course, while in small minority in the corpus, is much
more present than it should be in the most dominant slots,
while the uncommitted discourse makes much of the fa-
mous (and absent slots), and the supportive discourse is
rather relegated to the silent majority.
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Figure 3: Prior probabilities in the absence of correla-
tions between the various link categories if considering
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illustration of expected population proportions for each
slot when fixing p = 0.2.

language for all their tweets on IPCC [Camille: Iina, how
did we get these statistics? self-declarative? do you re-
member?]. Among these monolingual flows, 34,471 are
in English, i.e. about 87% of all users. We then find, in
decreasing order, 6.7% of flows written only in Spanish,
2.7% for German, and even smaller amounts for Italian,
Dutch, and French (possibly explained, in this last case,
by the fact that IPCC is translated and usually referred to
as GIEC in French). Among the 2,642 Spanish-speaking

users, only 132 have published 5 tweets or more. For
German-speaking users (the second group in terms of
size), it goes down to 62; and so on for smaller lan-
guage groups. This partition hints at the existence of
separate linguistic spaces of discussion on Twitter, the
bulk of it being dominated by English. The examina-
tion of multilingual user flows further substantiates this
intuition. While this only concerns about 2% of users,
in most cases, English appears alongside another lan-
guage (either as a minority, roughly fifty-fifty, or major-
ity language — these three typical situations being repre-
sented in relatively equal proportions). Previous research
on Twitter additionally suggests that users generally ad-
dress distinct audiences depending on the language they
use (Kim et al., 2014). In this respect, we can reason-
ably consider that publication flows in distinct languages
correspond to distinct discussion spaces, notwithstand-
ing the fact that the small volume of non-English flows
is likely to have a quite marginal effect on results.

In a nutshell, at least for languages where IPCC is in-
deed used as an acronym (i.e. not French at least), we
contend that most of the debate featuring “IPCC” oc-
curs in English. We eventually focus on the Twitter
sphere made of English tweets, assuming that multilin-
gual users address an English-speaking sphere when they
write in English. We dismissing tweets posted in other
languages and thus the other language-specific public
spheres, whose respective sizes are comparably small in
any case. The initial corpus of 259,610 tweets mention-
ing “IPCC” is thus reduced to 212,429 tweets, i.e. con-

3

(629 core nodes)



REMARKABLE
POSITIONS

the periphery), to line “1” (i.e. top active nodes both to-
wards the core and the periphery) as well as slot “D4”
are the only over-represented slots.

The other slots are under-represented, a finding con-
sistent with the typical structure of the online public
space (Cardon et al., 2011): central slots are almost non-
existent (especially slot C3 which corresponds to a core-
centric pattern where activity and authority relate exclu-
sively to the core with no regard to the periphery) as are
the central slots of line “4” (i.e., authority while being
weakly active is only possible when it comes from both
the core and the periphery) and column “D” (i.e., activity
while being weakly authoritative is only possible when
directed both towards the core and the periphery).

The over-representation of line “1”, column “A” and
slot D4 suggests remarkable configurations and combi-
nations of authority (incoming links) and activity (out-
going links). We thus focus on these slots and further
group and distinguish them depending on whether there
is a strong combination of authority and activity (A1-
A2-A3, B1 and C1), only authority (A4), only activity
(D1), and nothing at all (D4).3 The first group is prin-
cipally exemplified by A1 (which is most significantly
over-represented) and corresponds to a situation where
nodes are authoritative in the core and periphery while
being strongly active: Twitter accounts in slot A1 com-
bine the four types of capital, while the other slots com-
bine three of the four, we denote this group with the
term “star”. The second group (A4) only exhibits au-
thority while being weakly active, a situation which de-
notes prestige without necessarily taking part in the con-
versation, we denote this group with the term “famous”.
The third group (D1) is exactly the contrary: core users
who address the core and the periphery without getting
much attention in return, and we denote it with the term
“curious”. Eventually, the fourth group (D4) combines
the absence of all four types of dominance, and we de-
note it with the term “silent”; it is the vast majority
of Twitter users in this case. The remaining slots (B2-
C2-D2-B3-C3-D3-B4-C4) are under-represented and are
grouped under the label “absent”. B3 and C2, in par-
ticular, correspond to seemingly paradoxical configura-
tions, where nodes are either strongly mentioned by the
periphery only while addressing only the core (B3) or,
vice versa, mentioning the periphery only while being
addressed by the core only (C2).

Positions and alignment. We further examine, at the
macro-level, the type of discourse predominating in each
of these categories. More precisely, we first check
whether some slots are disproportionately hosting nodes
aligned with a critical (C), supportive (S) or uncommit-
ted (U) discourse. This yields the three representativity

3Note that our results hold should we opt for a different breakdown,
for instance by distinguishing full stardom in A1 from strongly author-
itative slots (A2-A3-A4), strongly active slots (B1-C1-D1), and neither
active nor authoritative (D4).
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Figure 4: Representativity matrix. Each matrix cell is
filled with the actual number (top and large figure) and
expected number (small, bottom figure) of nodes falling
in the corresponding slot. The ratio between the former
and the latter describes the over- or under-representation
of a slot, corresponding here to its background color: the
darker, the more over-represented and thus remarkable.
(Actual thresholds for each link category are respectively
p(i) = 0.17, p(ii) = 0.19, p(iii) = 0.14 and p(iv) = 0.19,
corresponding to cut-off degree centralities of 4 (i), 7
(ii), 6 (iii) and 7 (iv). Extremely strong statistical sig-
nificance of the divergence from the expected values for
most cases (p < 0.01, multinomial proportion test), the
only exception being the weakly populated slot B2, B3
[p < 0.05] and A3 [p > 0.1]).

matrices shown on the left of Fig. 5. Each matrix de-
scribes how much a certain type of alignment is found in
each slot with respect to the expected proportion under
an independence hypothesis between the slot and node
alignment. For instance, while critical nodes represent
9.5% of the corpus, and should thus make for 1.6 nodes
of the 17 nodes of slot A1, they actually constitute 29.4%
of that slot (5 nodes) i.e. an over-representation ratio of
a factor more than 3. On the whole, we see that critical
nodes are rather over-represented in the star slots, sup-
portive accounts make the bulk of the silent and relatively
silent slots (in the bottom right corner), while uncommit-
ted actors are rather present in the bottom left quadrant
(around the “famous” slot). This uneven distribution in-
dicates that the remarkable slots are also occupied by di-
verse actors. The right side of Fig. 5 summarizes this
finding by showing the most over-represented alignment
for each slot. This is all the more visible when consid-
ering the above-mentioned groupings, where critical dis-
course, while in small minority in the corpus, is much
more present than it should be in the most dominant slots,
while the uncommitted discourse makes much of the fa-
mous (and absent slots), and the supportive discourse is
rather relegated to the silent majority.
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Figure 3: Prior probabilities in the absence of correla-
tions between the various link categories if considering
exactly p% for the top nodes of each category. In gray,
illustration of expected population proportions for each
slot when fixing p = 0.2.

language for all their tweets on IPCC [Camille: Iina, how
did we get these statistics? self-declarative? do you re-
member?]. Among these monolingual flows, 34,471 are
in English, i.e. about 87% of all users. We then find, in
decreasing order, 6.7% of flows written only in Spanish,
2.7% for German, and even smaller amounts for Italian,
Dutch, and French (possibly explained, in this last case,
by the fact that IPCC is translated and usually referred to
as GIEC in French). Among the 2,642 Spanish-speaking

users, only 132 have published 5 tweets or more. For
German-speaking users (the second group in terms of
size), it goes down to 62; and so on for smaller lan-
guage groups. This partition hints at the existence of
separate linguistic spaces of discussion on Twitter, the
bulk of it being dominated by English. The examina-
tion of multilingual user flows further substantiates this
intuition. While this only concerns about 2% of users,
in most cases, English appears alongside another lan-
guage (either as a minority, roughly fifty-fifty, or major-
ity language — these three typical situations being repre-
sented in relatively equal proportions). Previous research
on Twitter additionally suggests that users generally ad-
dress distinct audiences depending on the language they
use (Kim et al., 2014). In this respect, we can reason-
ably consider that publication flows in distinct languages
correspond to distinct discussion spaces, notwithstand-
ing the fact that the small volume of non-English flows
is likely to have a quite marginal effect on results.

In a nutshell, at least for languages where IPCC is in-
deed used as an acronym (i.e. not French at least), we
contend that most of the debate featuring “IPCC” oc-
curs in English. We eventually focus on the Twitter
sphere made of English tweets, assuming that multilin-
gual users address an English-speaking sphere when they
write in English. We dismissing tweets posted in other
languages and thus the other language-specific public
spheres, whose respective sizes are comparably small in
any case. The initial corpus of 259,610 tweets mention-
ing “IPCC” is thus reduced to 212,429 tweets, i.e. con-
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the periphery), to line “1” (i.e. top active nodes both to-
wards the core and the periphery) as well as slot “D4”
are the only over-represented slots.

The other slots are under-represented, a finding con-
sistent with the typical structure of the online public
space (Cardon et al., 2011): central slots are almost non-
existent (especially slot C3 which corresponds to a core-
centric pattern where activity and authority relate exclu-
sively to the core with no regard to the periphery) as are
the central slots of line “4” (i.e., authority while being
weakly active is only possible when it comes from both
the core and the periphery) and column “D” (i.e., activity
while being weakly authoritative is only possible when
directed both towards the core and the periphery).

The over-representation of line “1”, column “A” and
slot D4 suggests remarkable configurations and combi-
nations of authority (incoming links) and activity (out-
going links). We thus focus on these slots and further
group and distinguish them depending on whether there
is a strong combination of authority and activity (A1-
A2-A3, B1 and C1), only authority (A4), only activity
(D1), and nothing at all (D4).3 The first group is prin-
cipally exemplified by A1 (which is most significantly
over-represented) and corresponds to a situation where
nodes are authoritative in the core and periphery while
being strongly active: Twitter accounts in slot A1 com-
bine the four types of capital, while the other slots com-
bine three of the four, we denote this group with the
term “star”. The second group (A4) only exhibits au-
thority while being weakly active, a situation which de-
notes prestige without necessarily taking part in the con-
versation, we denote this group with the term “famous”.
The third group (D1) is exactly the contrary: core users
who address the core and the periphery without getting
much attention in return, and we denote it with the term
“curious”. Eventually, the fourth group (D4) combines
the absence of all four types of dominance, and we de-
note it with the term “silent”; it is the vast majority
of Twitter users in this case. The remaining slots (B2-
C2-D2-B3-C3-D3-B4-C4) are under-represented and are
grouped under the label “absent”. B3 and C2, in par-
ticular, correspond to seemingly paradoxical configura-
tions, where nodes are either strongly mentioned by the
periphery only while addressing only the core (B3) or,
vice versa, mentioning the periphery only while being
addressed by the core only (C2).

Positions and alignment. We further examine, at the
macro-level, the type of discourse predominating in each
of these categories. More precisely, we first check
whether some slots are disproportionately hosting nodes
aligned with a critical (C), supportive (S) or uncommit-
ted (U) discourse. This yields the three representativity

3Note that our results hold should we opt for a different breakdown,
for instance by distinguishing full stardom in A1 from strongly author-
itative slots (A2-A3-A4), strongly active slots (B1-C1-D1), and neither
active nor authoritative (D4).
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Figure 4: Representativity matrix. Each matrix cell is
filled with the actual number (top and large figure) and
expected number (small, bottom figure) of nodes falling
in the corresponding slot. The ratio between the former
and the latter describes the over- or under-representation
of a slot, corresponding here to its background color: the
darker, the more over-represented and thus remarkable.
(Actual thresholds for each link category are respectively
p(i) = 0.17, p(ii) = 0.19, p(iii) = 0.14 and p(iv) = 0.19,
corresponding to cut-off degree centralities of 4 (i), 7
(ii), 6 (iii) and 7 (iv). Extremely strong statistical sig-
nificance of the divergence from the expected values for
most cases (p < 0.01, multinomial proportion test), the
only exception being the weakly populated slot B2, B3
[p < 0.05] and A3 [p > 0.1]).

matrices shown on the left of Fig. 5. Each matrix de-
scribes how much a certain type of alignment is found in
each slot with respect to the expected proportion under
an independence hypothesis between the slot and node
alignment. For instance, while critical nodes represent
9.5% of the corpus, and should thus make for 1.6 nodes
of the 17 nodes of slot A1, they actually constitute 29.4%
of that slot (5 nodes) i.e. an over-representation ratio of
a factor more than 3. On the whole, we see that critical
nodes are rather over-represented in the star slots, sup-
portive accounts make the bulk of the silent and relatively
silent slots (in the bottom right corner), while uncommit-
ted actors are rather present in the bottom left quadrant
(around the “famous” slot). This uneven distribution in-
dicates that the remarkable slots are also occupied by di-
verse actors. The right side of Fig. 5 summarizes this
finding by showing the most over-represented alignment
for each slot. This is all the more visible when consid-
ering the above-mentioned groupings, where critical dis-
course, while in small minority in the corpus, is much
more present than it should be in the most dominant slots,
while the uncommitted discourse makes much of the fa-
mous (and absent slots), and the supportive discourse is
rather relegated to the silent majority.
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Figure 3: Prior probabilities in the absence of correla-
tions between the various link categories if considering
exactly p% for the top nodes of each category. In gray,
illustration of expected population proportions for each
slot when fixing p = 0.2.

language for all their tweets on IPCC [Camille: Iina, how
did we get these statistics? self-declarative? do you re-
member?]. Among these monolingual flows, 34,471 are
in English, i.e. about 87% of all users. We then find, in
decreasing order, 6.7% of flows written only in Spanish,
2.7% for German, and even smaller amounts for Italian,
Dutch, and French (possibly explained, in this last case,
by the fact that IPCC is translated and usually referred to
as GIEC in French). Among the 2,642 Spanish-speaking

users, only 132 have published 5 tweets or more. For
German-speaking users (the second group in terms of
size), it goes down to 62; and so on for smaller lan-
guage groups. This partition hints at the existence of
separate linguistic spaces of discussion on Twitter, the
bulk of it being dominated by English. The examina-
tion of multilingual user flows further substantiates this
intuition. While this only concerns about 2% of users,
in most cases, English appears alongside another lan-
guage (either as a minority, roughly fifty-fifty, or major-
ity language — these three typical situations being repre-
sented in relatively equal proportions). Previous research
on Twitter additionally suggests that users generally ad-
dress distinct audiences depending on the language they
use (Kim et al., 2014). In this respect, we can reason-
ably consider that publication flows in distinct languages
correspond to distinct discussion spaces, notwithstand-
ing the fact that the small volume of non-English flows
is likely to have a quite marginal effect on results.

In a nutshell, at least for languages where IPCC is in-
deed used as an acronym (i.e. not French at least), we
contend that most of the debate featuring “IPCC” oc-
curs in English. We eventually focus on the Twitter
sphere made of English tweets, assuming that multilin-
gual users address an English-speaking sphere when they
write in English. We dismissing tweets posted in other
languages and thus the other language-specific public
spheres, whose respective sizes are comparably small in
any case. The initial corpus of 259,610 tweets mention-
ing “IPCC” is thus reduced to 212,429 tweets, i.e. con-
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the periphery), to line “1” (i.e. top active nodes both to-
wards the core and the periphery) as well as slot “D4”
are the only over-represented slots.

The other slots are under-represented, a finding con-
sistent with the typical structure of the online public
space (Cardon et al., 2011): central slots are almost non-
existent (especially slot C3 which corresponds to a core-
centric pattern where activity and authority relate exclu-
sively to the core with no regard to the periphery) as are
the central slots of line “4” (i.e., authority while being
weakly active is only possible when it comes from both
the core and the periphery) and column “D” (i.e., activity
while being weakly authoritative is only possible when
directed both towards the core and the periphery).

The over-representation of line “1”, column “A” and
slot D4 suggests remarkable configurations and combi-
nations of authority (incoming links) and activity (out-
going links). We thus focus on these slots and further
group and distinguish them depending on whether there
is a strong combination of authority and activity (A1-
A2-A3, B1 and C1), only authority (A4), only activity
(D1), and nothing at all (D4).3 The first group is prin-
cipally exemplified by A1 (which is most significantly
over-represented) and corresponds to a situation where
nodes are authoritative in the core and periphery while
being strongly active: Twitter accounts in slot A1 com-
bine the four types of capital, while the other slots com-
bine three of the four, we denote this group with the
term “star”. The second group (A4) only exhibits au-
thority while being weakly active, a situation which de-
notes prestige without necessarily taking part in the con-
versation, we denote this group with the term “famous”.
The third group (D1) is exactly the contrary: core users
who address the core and the periphery without getting
much attention in return, and we denote it with the term
“curious”. Eventually, the fourth group (D4) combines
the absence of all four types of dominance, and we de-
note it with the term “silent”; it is the vast majority
of Twitter users in this case. The remaining slots (B2-
C2-D2-B3-C3-D3-B4-C4) are under-represented and are
grouped under the label “absent”. B3 and C2, in par-
ticular, correspond to seemingly paradoxical configura-
tions, where nodes are either strongly mentioned by the
periphery only while addressing only the core (B3) or,
vice versa, mentioning the periphery only while being
addressed by the core only (C2).

Positions and alignment. We further examine, at the
macro-level, the type of discourse predominating in each
of these categories. More precisely, we first check
whether some slots are disproportionately hosting nodes
aligned with a critical (C), supportive (S) or uncommit-
ted (U) discourse. This yields the three representativity

3Note that our results hold should we opt for a different breakdown,
for instance by distinguishing full stardom in A1 from strongly author-
itative slots (A2-A3-A4), strongly active slots (B1-C1-D1), and neither
active nor authoritative (D4).
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Figure 4: Representativity matrix. Each matrix cell is
filled with the actual number (top and large figure) and
expected number (small, bottom figure) of nodes falling
in the corresponding slot. The ratio between the former
and the latter describes the over- or under-representation
of a slot, corresponding here to its background color: the
darker, the more over-represented and thus remarkable.
(Actual thresholds for each link category are respectively
p(i) = 0.17, p(ii) = 0.19, p(iii) = 0.14 and p(iv) = 0.19,
corresponding to cut-off degree centralities of 4 (i), 7
(ii), 6 (iii) and 7 (iv). Extremely strong statistical sig-
nificance of the divergence from the expected values for
most cases (p < 0.01, multinomial proportion test), the
only exception being the weakly populated slot B2, B3
[p < 0.05] and A3 [p > 0.1]).

matrices shown on the left of Fig. 5. Each matrix de-
scribes how much a certain type of alignment is found in
each slot with respect to the expected proportion under
an independence hypothesis between the slot and node
alignment. For instance, while critical nodes represent
9.5% of the corpus, and should thus make for 1.6 nodes
of the 17 nodes of slot A1, they actually constitute 29.4%
of that slot (5 nodes) i.e. an over-representation ratio of
a factor more than 3. On the whole, we see that critical
nodes are rather over-represented in the star slots, sup-
portive accounts make the bulk of the silent and relatively
silent slots (in the bottom right corner), while uncommit-
ted actors are rather present in the bottom left quadrant
(around the “famous” slot). This uneven distribution in-
dicates that the remarkable slots are also occupied by di-
verse actors. The right side of Fig. 5 summarizes this
finding by showing the most over-represented alignment
for each slot. This is all the more visible when consid-
ering the above-mentioned groupings, where critical dis-
course, while in small minority in the corpus, is much
more present than it should be in the most dominant slots,
while the uncommitted discourse makes much of the fa-
mous (and absent slots), and the supportive discourse is
rather relegated to the silent majority.

[Camille: Iina, I think we should beef up the follow-
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illustration of expected population proportions for each
slot when fixing p = 0.2.

language for all their tweets on IPCC [Camille: Iina, how
did we get these statistics? self-declarative? do you re-
member?]. Among these monolingual flows, 34,471 are
in English, i.e. about 87% of all users. We then find, in
decreasing order, 6.7% of flows written only in Spanish,
2.7% for German, and even smaller amounts for Italian,
Dutch, and French (possibly explained, in this last case,
by the fact that IPCC is translated and usually referred to
as GIEC in French). Among the 2,642 Spanish-speaking

users, only 132 have published 5 tweets or more. For
German-speaking users (the second group in terms of
size), it goes down to 62; and so on for smaller lan-
guage groups. This partition hints at the existence of
separate linguistic spaces of discussion on Twitter, the
bulk of it being dominated by English. The examina-
tion of multilingual user flows further substantiates this
intuition. While this only concerns about 2% of users,
in most cases, English appears alongside another lan-
guage (either as a minority, roughly fifty-fifty, or major-
ity language — these three typical situations being repre-
sented in relatively equal proportions). Previous research
on Twitter additionally suggests that users generally ad-
dress distinct audiences depending on the language they
use (Kim et al., 2014). In this respect, we can reason-
ably consider that publication flows in distinct languages
correspond to distinct discussion spaces, notwithstand-
ing the fact that the small volume of non-English flows
is likely to have a quite marginal effect on results.

In a nutshell, at least for languages where IPCC is in-
deed used as an acronym (i.e. not French at least), we
contend that most of the debate featuring “IPCC” oc-
curs in English. We eventually focus on the Twitter
sphere made of English tweets, assuming that multilin-
gual users address an English-speaking sphere when they
write in English. We dismissing tweets posted in other
languages and thus the other language-specific public
spheres, whose respective sizes are comparably small in
any case. The initial corpus of 259,610 tweets mention-
ing “IPCC” is thus reduced to 212,429 tweets, i.e. con-
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the periphery), to line “1” (i.e. top active nodes both to-
wards the core and the periphery) as well as slot “D4”
are the only over-represented slots.

The other slots are under-represented, a finding con-
sistent with the typical structure of the online public
space (Cardon et al., 2011): central slots are almost non-
existent (especially slot C3 which corresponds to a core-
centric pattern where activity and authority relate exclu-
sively to the core with no regard to the periphery) as are
the central slots of line “4” (i.e., authority while being
weakly active is only possible when it comes from both
the core and the periphery) and column “D” (i.e., activity
while being weakly authoritative is only possible when
directed both towards the core and the periphery).

The over-representation of line “1”, column “A” and
slot D4 suggests remarkable configurations and combi-
nations of authority (incoming links) and activity (out-
going links). We thus focus on these slots and further
group and distinguish them depending on whether there
is a strong combination of authority and activity (A1-
A2-A3, B1 and C1), only authority (A4), only activity
(D1), and nothing at all (D4).3 The first group is prin-
cipally exemplified by A1 (which is most significantly
over-represented) and corresponds to a situation where
nodes are authoritative in the core and periphery while
being strongly active: Twitter accounts in slot A1 com-
bine the four types of capital, while the other slots com-
bine three of the four, we denote this group with the
term “star”. The second group (A4) only exhibits au-
thority while being weakly active, a situation which de-
notes prestige without necessarily taking part in the con-
versation, we denote this group with the term “famous”.
The third group (D1) is exactly the contrary: core users
who address the core and the periphery without getting
much attention in return, and we denote it with the term
“curious”. Eventually, the fourth group (D4) combines
the absence of all four types of dominance, and we de-
note it with the term “silent”; it is the vast majority
of Twitter users in this case. The remaining slots (B2-
C2-D2-B3-C3-D3-B4-C4) are under-represented and are
grouped under the label “absent”. B3 and C2, in par-
ticular, correspond to seemingly paradoxical configura-
tions, where nodes are either strongly mentioned by the
periphery only while addressing only the core (B3) or,
vice versa, mentioning the periphery only while being
addressed by the core only (C2).

Positions and alignment. We further examine, at the
macro-level, the type of discourse predominating in each
of these categories. More precisely, we first check
whether some slots are disproportionately hosting nodes
aligned with a critical (C), supportive (S) or uncommit-
ted (U) discourse. This yields the three representativity

3Note that our results hold should we opt for a different breakdown,
for instance by distinguishing full stardom in A1 from strongly author-
itative slots (A2-A3-A4), strongly active slots (B1-C1-D1), and neither
active nor authoritative (D4).
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Figure 4: Representativity matrix. Each matrix cell is
filled with the actual number (top and large figure) and
expected number (small, bottom figure) of nodes falling
in the corresponding slot. The ratio between the former
and the latter describes the over- or under-representation
of a slot, corresponding here to its background color: the
darker, the more over-represented and thus remarkable.
(Actual thresholds for each link category are respectively
p(i) = 0.17, p(ii) = 0.19, p(iii) = 0.14 and p(iv) = 0.19,
corresponding to cut-off degree centralities of 4 (i), 7
(ii), 6 (iii) and 7 (iv). Extremely strong statistical sig-
nificance of the divergence from the expected values for
most cases (p < 0.01, multinomial proportion test), the
only exception being the weakly populated slot B2, B3
[p < 0.05] and A3 [p > 0.1]).

matrices shown on the left of Fig. 5. Each matrix de-
scribes how much a certain type of alignment is found in
each slot with respect to the expected proportion under
an independence hypothesis between the slot and node
alignment. For instance, while critical nodes represent
9.5% of the corpus, and should thus make for 1.6 nodes
of the 17 nodes of slot A1, they actually constitute 29.4%
of that slot (5 nodes) i.e. an over-representation ratio of
a factor more than 3. On the whole, we see that critical
nodes are rather over-represented in the star slots, sup-
portive accounts make the bulk of the silent and relatively
silent slots (in the bottom right corner), while uncommit-
ted actors are rather present in the bottom left quadrant
(around the “famous” slot). This uneven distribution in-
dicates that the remarkable slots are also occupied by di-
verse actors. The right side of Fig. 5 summarizes this
finding by showing the most over-represented alignment
for each slot. This is all the more visible when consid-
ering the above-mentioned groupings, where critical dis-
course, while in small minority in the corpus, is much
more present than it should be in the most dominant slots,
while the uncommitted discourse makes much of the fa-
mous (and absent slots), and the supportive discourse is
rather relegated to the silent majority.

[Camille: Iina, I think we should beef up the follow-
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Figure 3: Prior probabilities in the absence of correla-
tions between the various link categories if considering
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illustration of expected population proportions for each
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language for all their tweets on IPCC [Camille: Iina, how
did we get these statistics? self-declarative? do you re-
member?]. Among these monolingual flows, 34,471 are
in English, i.e. about 87% of all users. We then find, in
decreasing order, 6.7% of flows written only in Spanish,
2.7% for German, and even smaller amounts for Italian,
Dutch, and French (possibly explained, in this last case,
by the fact that IPCC is translated and usually referred to
as GIEC in French). Among the 2,642 Spanish-speaking

users, only 132 have published 5 tweets or more. For
German-speaking users (the second group in terms of
size), it goes down to 62; and so on for smaller lan-
guage groups. This partition hints at the existence of
separate linguistic spaces of discussion on Twitter, the
bulk of it being dominated by English. The examina-
tion of multilingual user flows further substantiates this
intuition. While this only concerns about 2% of users,
in most cases, English appears alongside another lan-
guage (either as a minority, roughly fifty-fifty, or major-
ity language — these three typical situations being repre-
sented in relatively equal proportions). Previous research
on Twitter additionally suggests that users generally ad-
dress distinct audiences depending on the language they
use (Kim et al., 2014). In this respect, we can reason-
ably consider that publication flows in distinct languages
correspond to distinct discussion spaces, notwithstand-
ing the fact that the small volume of non-English flows
is likely to have a quite marginal effect on results.

In a nutshell, at least for languages where IPCC is in-
deed used as an acronym (i.e. not French at least), we
contend that most of the debate featuring “IPCC” oc-
curs in English. We eventually focus on the Twitter
sphere made of English tweets, assuming that multilin-
gual users address an English-speaking sphere when they
write in English. We dismissing tweets posted in other
languages and thus the other language-specific public
spheres, whose respective sizes are comparably small in
any case. The initial corpus of 259,610 tweets mention-
ing “IPCC” is thus reduced to 212,429 tweets, i.e. con-

3

(629 core nodes)



REMARKABLE  POSITIONS
AND  ALIGNMENT

A B C D

1

2

3

4

5
1.6

1
0.6

0
0.5

4
1.3

0
0.4

4
4.7

3
2.3

3
0.9

5
3

3
3.4

1
1.6

30
39

0
0.1

0
0.2

1
1

x 1

x 2

x 5

x 0.5

x 0.2

A B C D

1

2

3

4

3
6.2

2
2.2

3
5.1

1
1.5

15
17.8

7
8.7

3
3.3

13
11.3

11
13.1

9
6.2

156
147

1
0.7

5
3.6

A B C D

1

2

3

4

9
9.2

3
3.2

5
2.7

7
7.6

3
2.2

30
26.5

14
69

3
2.2

13
11

22
69

7
47

218
297

1
14

1
10

4
60

Critical

0
1.8

0
0.4

A B C D

1

2

3

4

C C
UC

U
U C

C C
U
S
S

U
S
S

C

U

star

famous

absent

silent

curious

(60 nodes)(60 nodes) (229 nodes) (340 nodes)

Supportive Uncommitted

Figure 5: Over- or under-representation of discourse types for each slot. The three matrices on the left describe how each
type of alignment (C, S, or U) is more or less present than should be expected if position did not matter, i.e. if it were
uniformly represented in each slot. On the right, the global matrix describes which type of alignment is the most over-
represented for each slot (bold characters additionally indicate a ratio of overrepresentation above 2). Dominant types are
also figured at the level of slot groups.

ing qualitative exploration in two directions: first, in a
much more systematic way (i.e. describing the alignment
[C/S/U] of nodes in the respective meta-groups “star”, “fa-
mous”, “curious” etc., while anecdotically mentioning their
type [gov/NGO/edu, etc., for which nothing really convinc-
ing shows up statistically from the quantitative analysis,
I’ve tried many many things here and I’d suggest we drop
the explanation on their categorization since we won’t be
using it quantitatively; you may however still refer here
and there to the type of nodes in the qualitative descrip-
tion]), second, in a manner much more substantiated by,
say, actual figures (e.g. by describing ratios: for instance,
among the 83 nodes of slots A4-B4-C4, can we say that
supportive groups are mainly related to Al Gore, which ra-
tio does “mainly” correspond to?). Note that I slightly re-
configured the meta-groups to account for the fact that we
first distinguish “absent” from ”present” slots, then look at
stars where A1 is the most overrepresented of all slots,
being a bit fuzzy about it (i.e. grouping it with the sur-
rounding A2-A3 and B1-C1), then considering the other
yet isolated slots: A4, D1, D4. Do you agree?]

The combination of the structural positions (Figure 2)
and the type of Twitter user and the alignment, the “star”
positions (A1 to A3 and B1 and C1, consists of support-
ive environmental NGOs, such as WWF, Greenpeace and
Oxfam, critical individuals, and uncommitted large news
media. In the “curious” user group (D1), the most com-
mon users are individuals tweeting on their personal ac-
count and small organizations. In the “famous” groups
(A to C 4) the supportive groups is mainly related to Al
Gore, while the critical voices are for example those of
ClimateRealists group). Finally, the “silent” (D4) group
consists of supportive small newsfeeds, mainly focusing
on environmental issues, and individuals such as ‘con-
cerned parents’.

Combined with the relative frequency of the support-
ive, uncommitted and critical Twitter users, most sup-
portive Twitter users were in the silent groups (D4), both

receiving and sending only very few links. They form
‘supportive silent’ group on Twitter. Relatively lot of the
uncommitted voices were located in the A-C4 famous
corner, receiving links from both the core and periphery,
but sending only a few links. Surprisingly, the critical
voices were relatively more represented in the ‘star’ cat-
egory receiving a lot of links from both the core and the
peripehy and also linking to both core and periphery.

In summary, according to the alignment of Twitter
users, critical Twitter users occupy the most prominent
structural positions while those supportive occupy less
‘silent’ and less ‘visible’ positions in the climate change
debate.

Positions and vocabulary. Eventually, we analyze the
vocabulary employed by users in the various slots and for
the various alignments. We proceed with a simple natural
language processing protocol where we isolate common
words mentioned in posts.4 This yields a large number
of unique single word lemmas (9205). We thus further
need to isolate the most meaningful words, i.e. typical
of the respective slots or alignments. To this end, we in-
troduce a simple scoring method inspired by the classi-
cal “tf.idf” weighting scheme to extract terms which are
characteristic of the subcorpus corresponding to a certain
category, say alignments or slots. We indeed assume that
some terms will be significantly more present in the vo-
cabulary of nodes of a certain category than in the rest of
the corpus. We compute the term frequency of a term w
in a category c by computing the proportion 2 [0, 1] of
users of category c who use term w; we denote this value
by tfc(w). We then weight this frequency by the relative
frequency rf(w) of that term with respect to the other
categories, rf(w) =

tfc(w)
htfc0 (w)ic02C

where C is the set of
categories (alignments, slots, or combinations of both).

4We use Natural Language Toolkit (NLTK) 3.2.4 for python, apply
a part-of-speech (POS) processing to focus on nouns and verbs only,
and eventually find lemmas using the WordNetLemmatizer.
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while D4, on the contrary, denotes nodes in the bottom everywhere. An equivalent graphical illustration is provided on
the right panel, where arrows are pictured only when a position gathers top nodes for the corresponding link category.

A B C D

1

2

3

4

p4

0.16%
p3(1-p)
0.64%

p2(1-p)2

2.56%
p3(1-p)
0.64%

p3(1-p)
0.64%

p2(1-p)2

2.56%
p(1-p)3

10.2%

p3(1-p)
0.64%

p2(1-p)2

2.56%

p(1-p)3

10.2%

p(1-p)3

10.2%

(1-p)4

41.%

p2(1-p)2

2.56%

p2(1-p)2

2.56%

p(1-p)3

10.2%

p2(1-p)2

2.56%

Figure 3: Prior probabilities in the absence of correla-
tions between the various link categories if considering
exactly p% for the top nodes of each category. In gray,
illustration of expected population proportions for each
slot when fixing p = 0.2.

language for all their tweets on IPCC [Camille: Iina, how
did we get these statistics? self-declarative? do you re-
member?]. Among these monolingual flows, 34,471 are
in English, i.e. about 87% of all users. We then find, in
decreasing order, 6.7% of flows written only in Spanish,
2.7% for German, and even smaller amounts for Italian,
Dutch, and French (possibly explained, in this last case,
by the fact that IPCC is translated and usually referred to
as GIEC in French). Among the 2,642 Spanish-speaking

users, only 132 have published 5 tweets or more. For
German-speaking users (the second group in terms of
size), it goes down to 62; and so on for smaller lan-
guage groups. This partition hints at the existence of
separate linguistic spaces of discussion on Twitter, the
bulk of it being dominated by English. The examina-
tion of multilingual user flows further substantiates this
intuition. While this only concerns about 2% of users,
in most cases, English appears alongside another lan-
guage (either as a minority, roughly fifty-fifty, or major-
ity language — these three typical situations being repre-
sented in relatively equal proportions). Previous research
on Twitter additionally suggests that users generally ad-
dress distinct audiences depending on the language they
use (Kim et al., 2014). In this respect, we can reason-
ably consider that publication flows in distinct languages
correspond to distinct discussion spaces, notwithstand-
ing the fact that the small volume of non-English flows
is likely to have a quite marginal effect on results.

In a nutshell, at least for languages where IPCC is in-
deed used as an acronym (i.e. not French at least), we
contend that most of the debate featuring “IPCC” oc-
curs in English. We eventually focus on the Twitter
sphere made of English tweets, assuming that multilin-
gual users address an English-speaking sphere when they
write in English. We dismissing tweets posted in other
languages and thus the other language-specific public
spheres, whose respective sizes are comparably small in
any case. The initial corpus of 259,610 tweets mention-
ing “IPCC” is thus reduced to 212,429 tweets, i.e. con-
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ing qualitative exploration in two directions: first, in a
much more systematic way (i.e. describing the alignment
[C/S/U] of nodes in the respective meta-groups “star”, “fa-
mous”, “curious” etc., while anecdotically mentioning their
type [gov/NGO/edu, etc., for which nothing really convinc-
ing shows up statistically from the quantitative analysis,
I’ve tried many many things here and I’d suggest we drop
the explanation on their categorization since we won’t be
using it quantitatively; you may however still refer here
and there to the type of nodes in the qualitative descrip-
tion]), second, in a manner much more substantiated by,
say, actual figures (e.g. by describing ratios: for instance,
among the 83 nodes of slots A4-B4-C4, can we say that
supportive groups are mainly related to Al Gore, which ra-
tio does “mainly” correspond to?). Note that I slightly re-
configured the meta-groups to account for the fact that we
first distinguish “absent” from ”present” slots, then look at
stars where A1 is the most overrepresented of all slots,
being a bit fuzzy about it (i.e. grouping it with the sur-
rounding A2-A3 and B1-C1), then considering the other
yet isolated slots: A4, D1, D4. Do you agree?]

The combination of the structural positions (Figure 2)
and the type of Twitter user and the alignment, the “star”
positions (A1 to A3 and B1 and C1, consists of support-
ive environmental NGOs, such as WWF, Greenpeace and
Oxfam, critical individuals, and uncommitted large news
media. In the “curious” user group (D1), the most com-
mon users are individuals tweeting on their personal ac-
count and small organizations. In the “famous” groups
(A to C 4) the supportive groups is mainly related to Al
Gore, while the critical voices are for example those of
ClimateRealists group). Finally, the “silent” (D4) group
consists of supportive small newsfeeds, mainly focusing
on environmental issues, and individuals such as ‘con-
cerned parents’.

Combined with the relative frequency of the support-
ive, uncommitted and critical Twitter users, most sup-
portive Twitter users were in the silent groups (D4), both

receiving and sending only very few links. They form
‘supportive silent’ group on Twitter. Relatively lot of the
uncommitted voices were located in the A-C4 famous
corner, receiving links from both the core and periphery,
but sending only a few links. Surprisingly, the critical
voices were relatively more represented in the ‘star’ cat-
egory receiving a lot of links from both the core and the
peripehy and also linking to both core and periphery.

In summary, according to the alignment of Twitter
users, critical Twitter users occupy the most prominent
structural positions while those supportive occupy less
‘silent’ and less ‘visible’ positions in the climate change
debate.

Positions and vocabulary. Eventually, we analyze the
vocabulary employed by users in the various slots and for
the various alignments. We proceed with a simple natural
language processing protocol where we isolate common
words mentioned in posts.4 This yields a large number
of unique single word lemmas (9205). We thus further
need to isolate the most meaningful words, i.e. typical
of the respective slots or alignments. To this end, we in-
troduce a simple scoring method inspired by the classi-
cal “tf.idf” weighting scheme to extract terms which are
characteristic of the subcorpus corresponding to a certain
category, say alignments or slots. We indeed assume that
some terms will be significantly more present in the vo-
cabulary of nodes of a certain category than in the rest of
the corpus. We compute the term frequency of a term w
in a category c by computing the proportion 2 [0, 1] of
users of category c who use term w; we denote this value
by tfc(w). We then weight this frequency by the relative
frequency rf(w) of that term with respect to the other
categories, rf(w) =

tfc(w)
htfc0 (w)ic02C

where C is the set of
categories (alignments, slots, or combinations of both).

4We use Natural Language Toolkit (NLTK) 3.2.4 for python, apply
a part-of-speech (POS) processing to focus on nouns and verbs only,
and eventually find lemmas using the WordNetLemmatizer.
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ing qualitative exploration in two directions: first, in a
much more systematic way (i.e. describing the alignment
[C/S/U] of nodes in the respective meta-groups “star”, “fa-
mous”, “curious” etc., while anecdotically mentioning their
type [gov/NGO/edu, etc., for which nothing really convinc-
ing shows up statistically from the quantitative analysis,
I’ve tried many many things here and I’d suggest we drop
the explanation on their categorization since we won’t be
using it quantitatively; you may however still refer here
and there to the type of nodes in the qualitative descrip-
tion]), second, in a manner much more substantiated by,
say, actual figures (e.g. by describing ratios: for instance,
among the 83 nodes of slots A4-B4-C4, can we say that
supportive groups are mainly related to Al Gore, which ra-
tio does “mainly” correspond to?). Note that I slightly re-
configured the meta-groups to account for the fact that we
first distinguish “absent” from ”present” slots, then look at
stars where A1 is the most overrepresented of all slots,
being a bit fuzzy about it (i.e. grouping it with the sur-
rounding A2-A3 and B1-C1), then considering the other
yet isolated slots: A4, D1, D4. Do you agree?]

The combination of the structural positions (Figure 2)
and the type of Twitter user and the alignment, the “star”
positions (A1 to A3 and B1 and C1, consists of support-
ive environmental NGOs, such as WWF, Greenpeace and
Oxfam, critical individuals, and uncommitted large news
media. In the “curious” user group (D1), the most com-
mon users are individuals tweeting on their personal ac-
count and small organizations. In the “famous” groups
(A to C 4) the supportive groups is mainly related to Al
Gore, while the critical voices are for example those of
ClimateRealists group). Finally, the “silent” (D4) group
consists of supportive small newsfeeds, mainly focusing
on environmental issues, and individuals such as ‘con-
cerned parents’.

Combined with the relative frequency of the support-
ive, uncommitted and critical Twitter users, most sup-
portive Twitter users were in the silent groups (D4), both

receiving and sending only very few links. They form
‘supportive silent’ group on Twitter. Relatively lot of the
uncommitted voices were located in the A-C4 famous
corner, receiving links from both the core and periphery,
but sending only a few links. Surprisingly, the critical
voices were relatively more represented in the ‘star’ cat-
egory receiving a lot of links from both the core and the
peripehy and also linking to both core and periphery.

In summary, according to the alignment of Twitter
users, critical Twitter users occupy the most prominent
structural positions while those supportive occupy less
‘silent’ and less ‘visible’ positions in the climate change
debate.

Positions and vocabulary. Eventually, we analyze the
vocabulary employed by users in the various slots and for
the various alignments. We proceed with a simple natural
language processing protocol where we isolate common
words mentioned in posts.4 This yields a large number
of unique single word lemmas (9205). We thus further
need to isolate the most meaningful words, i.e. typical
of the respective slots or alignments. To this end, we in-
troduce a simple scoring method inspired by the classi-
cal “tf.idf” weighting scheme to extract terms which are
characteristic of the subcorpus corresponding to a certain
category, say alignments or slots. We indeed assume that
some terms will be significantly more present in the vo-
cabulary of nodes of a certain category than in the rest of
the corpus. We compute the term frequency of a term w
in a category c by computing the proportion 2 [0, 1] of
users of category c who use term w; we denote this value
by tfc(w). We then weight this frequency by the relative
frequency rf(w) of that term with respect to the other
categories, rf(w) =

tfc(w)
htfc0 (w)ic02C

where C is the set of
categories (alignments, slots, or combinations of both).

4We use Natural Language Toolkit (NLTK) 3.2.4 for python, apply
a part-of-speech (POS) processing to focus on nouns and verbs only,
and eventually find lemmas using the WordNetLemmatizer.
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ing qualitative exploration in two directions: first, in a
much more systematic way (i.e. describing the alignment
[C/S/U] of nodes in the respective meta-groups “star”, “fa-
mous”, “curious” etc., while anecdotically mentioning their
type [gov/NGO/edu, etc., for which nothing really convinc-
ing shows up statistically from the quantitative analysis,
I’ve tried many many things here and I’d suggest we drop
the explanation on their categorization since we won’t be
using it quantitatively; you may however still refer here
and there to the type of nodes in the qualitative descrip-
tion]), second, in a manner much more substantiated by,
say, actual figures (e.g. by describing ratios: for instance,
among the 83 nodes of slots A4-B4-C4, can we say that
supportive groups are mainly related to Al Gore, which ra-
tio does “mainly” correspond to?). Note that I slightly re-
configured the meta-groups to account for the fact that we
first distinguish “absent” from ”present” slots, then look at
stars where A1 is the most overrepresented of all slots,
being a bit fuzzy about it (i.e. grouping it with the sur-
rounding A2-A3 and B1-C1), then considering the other
yet isolated slots: A4, D1, D4. Do you agree?]

The combination of the structural positions (Figure 2)
and the type of Twitter user and the alignment, the “star”
positions (A1 to A3 and B1 and C1, consists of support-
ive environmental NGOs, such as WWF, Greenpeace and
Oxfam, critical individuals, and uncommitted large news
media. In the “curious” user group (D1), the most com-
mon users are individuals tweeting on their personal ac-
count and small organizations. In the “famous” groups
(A to C 4) the supportive groups is mainly related to Al
Gore, while the critical voices are for example those of
ClimateRealists group). Finally, the “silent” (D4) group
consists of supportive small newsfeeds, mainly focusing
on environmental issues, and individuals such as ‘con-
cerned parents’.

Combined with the relative frequency of the support-
ive, uncommitted and critical Twitter users, most sup-
portive Twitter users were in the silent groups (D4), both

receiving and sending only very few links. They form
‘supportive silent’ group on Twitter. Relatively lot of the
uncommitted voices were located in the A-C4 famous
corner, receiving links from both the core and periphery,
but sending only a few links. Surprisingly, the critical
voices were relatively more represented in the ‘star’ cat-
egory receiving a lot of links from both the core and the
peripehy and also linking to both core and periphery.

In summary, according to the alignment of Twitter
users, critical Twitter users occupy the most prominent
structural positions while those supportive occupy less
‘silent’ and less ‘visible’ positions in the climate change
debate.

Positions and vocabulary. Eventually, we analyze the
vocabulary employed by users in the various slots and for
the various alignments. We proceed with a simple natural
language processing protocol where we isolate common
words mentioned in posts.4 This yields a large number
of unique single word lemmas (9205). We thus further
need to isolate the most meaningful words, i.e. typical
of the respective slots or alignments. To this end, we in-
troduce a simple scoring method inspired by the classi-
cal “tf.idf” weighting scheme to extract terms which are
characteristic of the subcorpus corresponding to a certain
category, say alignments or slots. We indeed assume that
some terms will be significantly more present in the vo-
cabulary of nodes of a certain category than in the rest
of the corpus. We compute the term frequency of a term
w in a category c by computing the proportion 2 [0, 1]
of users of category c who use term w; we denote this
value by tfc(w). We then weight this frequency by the
relative frequency rfc(w) of that term with respect to the
other categories, rfc(w) =

tfc(w)
htfc0 (w)ic02C

where C is the
set of categories (alignments, slots, or combinations of

4We use Natural Language Toolkit (NLTK) 3.2.4 for python, apply
a part-of-speech (POS) processing to focus on nouns and verbs only,
and eventually find lemmas using the WordNetLemmatizer.
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ing qualitative exploration in two directions: first, in a
much more systematic way (i.e. describing the alignment
[C/S/U] of nodes in the respective meta-groups “star”, “fa-
mous”, “curious” etc., while anecdotically mentioning their
type [gov/NGO/edu, etc., for which nothing really convinc-
ing shows up statistically from the quantitative analysis,
I’ve tried many many things here and I’d suggest we drop
the explanation on their categorization since we won’t be
using it quantitatively; you may however still refer here
and there to the type of nodes in the qualitative descrip-
tion]), second, in a manner much more substantiated by,
say, actual figures (e.g. by describing ratios: for instance,
among the 83 nodes of slots A4-B4-C4, can we say that
supportive groups are mainly related to Al Gore, which ra-
tio does “mainly” correspond to?). Note that I slightly re-
configured the meta-groups to account for the fact that we
first distinguish “absent” from ”present” slots, then look at
stars where A1 is the most overrepresented of all slots,
being a bit fuzzy about it (i.e. grouping it with the sur-
rounding A2-A3 and B1-C1), then considering the other
yet isolated slots: A4, D1, D4. Do you agree?]

The combination of the structural positions (Figure 2)
and the type of Twitter user and the alignment, the “star”
positions (A1 to A3 and B1 and C1, consists of support-
ive environmental NGOs, such as WWF, Greenpeace and
Oxfam, critical individuals, and uncommitted large news
media. In the “curious” user group (D1), the most com-
mon users are individuals tweeting on their personal ac-
count and small organizations. In the “famous” groups
(A to C 4) the supportive groups is mainly related to Al
Gore, while the critical voices are for example those of
ClimateRealists group). Finally, the “silent” (D4) group
consists of supportive small newsfeeds, mainly focusing
on environmental issues, and individuals such as ‘con-
cerned parents’.

Combined with the relative frequency of the support-
ive, uncommitted and critical Twitter users, most sup-
portive Twitter users were in the silent groups (D4), both

receiving and sending only very few links. They form
‘supportive silent’ group on Twitter. Relatively lot of the
uncommitted voices were located in the A-C4 famous
corner, receiving links from both the core and periphery,
but sending only a few links. Surprisingly, the critical
voices were relatively more represented in the ‘star’ cat-
egory receiving a lot of links from both the core and the
peripehy and also linking to both core and periphery.

In summary, according to the alignment of Twitter
users, critical Twitter users occupy the most prominent
structural positions while those supportive occupy less
‘silent’ and less ‘visible’ positions in the climate change
debate.

Positions and vocabulary. Eventually, we analyze the
vocabulary employed by users in the various slots and for
the various alignments. We proceed with a simple natural
language processing protocol where we isolate common
words mentioned in posts.4 This yields a large number
of unique single word lemmas (9205). We thus further
need to isolate the most meaningful words, i.e. typical
of the respective slots or alignments. To this end, we in-
troduce a simple scoring method inspired by the classi-
cal “tf.idf” weighting scheme to extract terms which are
characteristic of the subcorpus corresponding to a certain
category, say alignments or slots. We indeed assume that
some terms will be significantly more present in the vo-
cabulary of nodes of a certain category than in the rest of
the corpus. We compute the term frequency of a term w
in a category c by computing the proportion 2 [0, 1] of
users of category c who use term w; we denote this value
by tfc(w). We then weight this frequency by the relative
frequency rf(w) of that term with respect to the other
categories, rf(w) =

tfc(w)
htfc0 (w)ic02C

where C is the set of
categories (alignments, slots, or combinations of both).

4We use Natural Language Toolkit (NLTK) 3.2.4 for python, apply
a part-of-speech (POS) processing to focus on nouns and verbs only,
and eventually find lemmas using the WordNetLemmatizer.
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ing qualitative exploration in two directions: first, in a
much more systematic way (i.e. describing the alignment
[C/S/U] of nodes in the respective meta-groups “star”, “fa-
mous”, “curious” etc., while anecdotically mentioning their
type [gov/NGO/edu, etc., for which nothing really convinc-
ing shows up statistically from the quantitative analysis,
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ive environmental NGOs, such as WWF, Greenpeace and
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media. In the “curious” user group (D1), the most com-
mon users are individuals tweeting on their personal ac-
count and small organizations. In the “famous” groups
(A to C 4) the supportive groups is mainly related to Al
Gore, while the critical voices are for example those of
ClimateRealists group). Finally, the “silent” (D4) group
consists of supportive small newsfeeds, mainly focusing
on environmental issues, and individuals such as ‘con-
cerned parents’.

Combined with the relative frequency of the support-
ive, uncommitted and critical Twitter users, most sup-
portive Twitter users were in the silent groups (D4), both

receiving and sending only very few links. They form
‘supportive silent’ group on Twitter. Relatively lot of the
uncommitted voices were located in the A-C4 famous
corner, receiving links from both the core and periphery,
but sending only a few links. Surprisingly, the critical
voices were relatively more represented in the ‘star’ cat-
egory receiving a lot of links from both the core and the
peripehy and also linking to both core and periphery.

In summary, according to the alignment of Twitter
users, critical Twitter users occupy the most prominent
structural positions while those supportive occupy less
‘silent’ and less ‘visible’ positions in the climate change
debate.

Positions and vocabulary. Eventually, we analyze the
vocabulary employed by users in the various slots and for
the various alignments. We proceed with a simple natural
language processing protocol where we isolate common
words mentioned in posts.4 This yields a large number
of unique single word lemmas (9205). We thus further
need to isolate the most meaningful words, i.e. typical
of the respective slots or alignments. To this end, we in-
troduce a simple scoring method inspired by the classi-
cal “tf.idf” weighting scheme to extract terms which are
characteristic of the subcorpus corresponding to a certain
category, say alignments or slots. We indeed assume that
some terms will be significantly more present in the vo-
cabulary of nodes of a certain category than in the rest
of the corpus. We compute the term frequency of a term
w in a category c by computing the proportion 2 [0, 1]
of users of category c who use term w; we denote this
value by tfc(w). We then weight this frequency by the
relative frequency rfc(w) of that term with respect to the
other categories, rfc(w) =

tfc(w)
htfc0 (w)ic02C

where C is the
set of categories (alignments, slots, or combinations of

4We use Natural Language Toolkit (NLTK) 3.2.4 for python, apply
a part-of-speech (POS) processing to focus on nouns and verbs only,
and eventually find lemmas using the WordNetLemmatizer.
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both). This ratio indicates how much a term is specific to
a category. We typically consider the logarithm, a tradi-
tional method to mitigate the account for the wide range
of orders of magnitude of such ratios.

Thus, we define the score of term w in category c:

sc(w) = tfc(w) · log rfc(w) (1)

We then examine content with respect to three parti-
tions of categories: alignment (critical, supportive, un-
committed), groupings of over-represented slots (star, fa-
mous, curious, silent), and a combination of both for the
most significant slots for each alignment, i.e. critical
x star, famous x uncommitted, and silent x supportive.
For each partition, we first arbitrarily compute the top
15 words for each category. The vocabulary extracted
through this procedure is both relevant (all words relate
to some extent specifically to the IPCC discussion) and
consistent (there are only 51 distinct unique words out of
a theoretical maximal value of 150 words, with signifi-
cant overlap across several categories). For this reason,
we consider these 51 words to be a reliable reference vo-
cabulary from which to base the remainder of our anal-
ysis. We finally compute scores for all categories and
partitions using this vocabulary. Results are gathered on
Table 3.

From there, we perform two distinct, complementary
types of analyses for each partition. First, we look at
the overlap and differences between vocabularies among
categories. Let us focus on alignments. We represent
the vocabulary specific to each of these three categories
by using a Venn diagram, as shown on the top panel of
Fig. 6. We observe a strong discrepancy in the terms
used by, on the one hand, critical users and, on the other
hand, by supportive and uncommitted users, who seem
to have a significant common vocabulary. Furthermore,
while the latter users seem to focus on the effects and
policy impacts of the IPCC reports, the former appear to
essentially discuss scientific matters — be it science, sci-
entists (including Richard Tol, outspokenly skeptical of
the importance of climate change [Camille: Iina, please
check that everything is correct here]), models, together
with the expression of a sentiment of alarmism. This re-
sult is all the more stronger when combining alignment
with the positions where there are most over-represented,
as shown on the bottom panel of Fig.6. Here, no vocab-
ulary is shared at all between the critical users occupy-
ing the top star positions, who further focus on scientific
matters (including stronger terms such as belief, fraud,
and even lie), and the other prototypical group of users
for supportive or uncommitted discourses. In both cases,
we seem to note that supportive and uncommitted share
a lot of terms. This additionally hints at the similarity
of discourses between these latter users: irrespective of
an explicit support to the reality of climate change or a
more reserved alignment (which led us to be unable to
decisively tag these uncommitted users), the vocabulary
appears to be largely similar.

alarmism
alarmist
claim
data
earth

fact
model
science
scientist

tol
warming

climate
report
change

ocean
people
planet

adaptation
carbon

world

emission
energy
food
fuel

impact
risk

government
mitigation
security

Critical Supportive

Uncommitted

climate

report

change

catastrophe
continent
energy

adaptation
carbon

world

emission food
impact

hopefuel
mitigation
security

Critical x Star

Supportive x Silent

Uncommitted x Famous

agw
alarmist
belief
data
fact
fraud
graph

lie
model

prediction
science

temperature
tol

warming
weather

ocean
waterrisk

Figure 6: Venn diagram of the top 15 terms of each align-
ment category (top) and of each alignment category com-
bined with the most representative slot grouping (bot-
tom).

Slot group Most typical terms

star agw, alarmist, ar5, author, belief, co2,
data, global, model, paper, prediction, sci-
ence, tol, weather

famous adaptation, continent, emission, food,
fuel, hope, impact, security, water

curious assessment, cost, earth, graph, ocean
silent catastrophe

Table 2: Terms which are most specific to topological
categories among the reference vocabulary of 51 words.
(Note: “agw” stands for “Anthropogenic Global Warm-
ing”, “ar5” relates to the so-called fifth Assessment Re-
port, and “tol” typically refers to Richard Tol.)

Second, we examine the semantics induced by the
structural partition defined by the topological model per
se, especially at the level of the slot groups star, fa-
mous, curious, and silent. Since this partition features
more than three categories, for the sake of clarity we
do not carry out the previous Venn diagram-based anal-
ysis (these diagrams become unwieldy from four cate-
gories and beyond). Rather, we now describe the most
specific terms for each category.5 To this end, we use

5Similarly, for the sake of clarity, we do not carry out the present
analysis on the previous partitions — interested readers may nonethe-
less look further at Table 3 to examine further the specifics of these
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matters (including stronger terms such as belief, fraud,
and even lie), and the other prototypical group of users
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we seem to note that supportive and uncommitted share
a lot of terms. This additionally hints at the similarity
of discourses between these latter users: irrespective of
an explicit support to the reality of climate change or a
more reserved alignment (which led us to be unable to
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categories among the reference vocabulary of 51 words.
(Note: “agw” stands for “Anthropogenic Global Warm-
ing”, “ar5” relates to the so-called fifth Assessment Re-
port, and “tol” typically refers to Richard Tol.)

Second, we examine the semantics induced by the
structural partition defined by the topological model per
se, especially at the level of the slot groups star, fa-
mous, curious, and silent. Since this partition features
more than three categories, for the sake of clarity we
do not carry out the previous Venn diagram-based anal-
ysis (these diagrams become unwieldy from four cate-
gories and beyond). Rather, we now describe the most
specific terms for each category.5 To this end, we use

5Similarly, for the sake of clarity, we do not carry out the present
analysis on the previous partitions — interested readers may nonethe-
less look further at Table 3 to examine further the specifics of these
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tional method to mitigate the account for the wide range
of orders of magnitude of such ratios.

Thus, we define the score of term w in category c:

sc(w) = tfc(w) · log rfc(w) (1)

We then examine content with respect to three parti-
tions of categories: alignment (critical, supportive, un-
committed), groupings of over-represented slots (star, fa-
mous, curious, silent), and a combination of both for the
most significant slots for each alignment, i.e. critical
x star, famous x uncommitted, and silent x supportive.
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15 words for each category. The vocabulary extracted
through this procedure is both relevant (all words relate
to some extent specifically to the IPCC discussion) and
consistent (there are only 51 distinct unique words out of
a theoretical maximal value of 150 words, with signifi-
cant overlap across several categories). For this reason,
we consider these 51 words to be a reliable reference vo-
cabulary from which to base the remainder of our anal-
ysis. We finally compute scores for all categories and
partitions using this vocabulary. Results are gathered on
Table 3.

From there, we perform two distinct, complementary
types of analyses for each partition. First, we look at
the overlap and differences between vocabularies among
categories. Let us focus on alignments. We represent
the vocabulary specific to each of these three categories
by using a Venn diagram, as shown on the top panel of
Fig. 6. We observe a strong discrepancy in the terms
used by, on the one hand, critical users and, on the other
hand, by supportive and uncommitted users, who seem
to have a significant common vocabulary. Furthermore,
while the latter users seem to focus on the effects and
policy impacts of the IPCC reports, the former appear to
essentially discuss scientific matters — be it science, sci-
entists (including Richard Tol, outspokenly skeptical of
the importance of climate change [Camille: Iina, please
check that everything is correct here]), models, together
with the expression of a sentiment of alarmism. This re-
sult is all the more stronger when combining alignment
with the positions where there are most over-represented,
as shown on the bottom panel of Fig.6. Here, no vocab-
ulary is shared at all between the critical users occupy-
ing the top star positions, who further focus on scientific
matters (including stronger terms such as belief, fraud,
and even lie), and the other prototypical group of users
for supportive or uncommitted discourses. In both cases,
we seem to note that supportive and uncommitted share
a lot of terms. This additionally hints at the similarity
of discourses between these latter users: irrespective of
an explicit support to the reality of climate change or a
more reserved alignment (which led us to be unable to
decisively tag these uncommitted users), the vocabulary
appears to be largely similar.
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categories among the reference vocabulary of 51 words.
(Note: “agw” stands for “Anthropogenic Global Warm-
ing”, “ar5” relates to the so-called fifth Assessment Re-
port, and “tol” typically refers to Richard Tol.)

Second, we examine the semantics induced by the
structural partition defined by the topological model per
se, especially at the level of the slot groups star, fa-
mous, curious, and silent. Since this partition features
more than three categories, for the sake of clarity we
do not carry out the previous Venn diagram-based anal-
ysis (these diagrams become unwieldy from four cate-
gories and beyond). Rather, we now describe the most
specific terms for each category.5 To this end, we use

5Similarly, for the sake of clarity, we do not carry out the present
analysis on the previous partitions — interested readers may nonethe-
less look further at Table 3 to examine further the specifics of these

7

the periphery), to line “1” (i.e. top active nodes both to-
wards the core and the periphery) as well as slot “D4”
are the only over-represented slots.

The other slots are under-represented, a finding con-
sistent with the typical structure of the online public
space (Cardon et al., 2011): central slots are almost non-
existent (especially slot C3 which corresponds to a core-
centric pattern where activity and authority relate exclu-
sively to the core with no regard to the periphery) as are
the central slots of line “4” (i.e., authority while being
weakly active is only possible when it comes from both
the core and the periphery) and column “D” (i.e., activity
while being weakly authoritative is only possible when
directed both towards the core and the periphery).

The over-representation of line “1”, column “A” and
slot D4 suggests remarkable configurations and combi-
nations of authority (incoming links) and activity (out-
going links). We thus focus on these slots and further
group and distinguish them depending on whether there
is a strong combination of authority and activity (A1-
A2-A3, B1 and C1), only authority (A4), only activity
(D1), and nothing at all (D4).3 The first group is prin-
cipally exemplified by A1 (which is most significantly
over-represented) and corresponds to a situation where
nodes are authoritative in the core and periphery while
being strongly active: Twitter accounts in slot A1 com-
bine the four types of capital, while the other slots com-
bine three of the four, we denote this group with the
term “star”. The second group (A4) only exhibits au-
thority while being weakly active, a situation which de-
notes prestige without necessarily taking part in the con-
versation, we denote this group with the term “famous”.
The third group (D1) is exactly the contrary: core users
who address the core and the periphery without getting
much attention in return, and we denote it with the term
“curious”. Eventually, the fourth group (D4) combines
the absence of all four types of dominance, and we de-
note it with the term “silent”; it is the vast majority
of Twitter users in this case. The remaining slots (B2-
C2-D2-B3-C3-D3-B4-C4) are under-represented and are
grouped under the label “absent”. B3 and C2, in par-
ticular, correspond to seemingly paradoxical configura-
tions, where nodes are either strongly mentioned by the
periphery only while addressing only the core (B3) or,
vice versa, mentioning the periphery only while being
addressed by the core only (C2).

Positions and alignment. We further examine, at the
macro-level, the type of discourse predominating in each
of these categories. More precisely, we first check
whether some slots are disproportionately hosting nodes
aligned with a critical (C), supportive (S) or uncommit-
ted (U) discourse. This yields the three representativity

3Note that our results hold should we opt for a different breakdown,
for instance by distinguishing full stardom in A1 from strongly author-
itative slots (A2-A3-A4), strongly active slots (B1-C1-D1), and neither
active nor authoritative (D4).
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Figure 4: Representativity matrix. Each matrix cell is
filled with the actual number (top and large figure) and
expected number (small, bottom figure) of nodes falling
in the corresponding slot. The ratio between the former
and the latter describes the over- or under-representation
of a slot, corresponding here to its background color: the
darker, the more over-represented and thus remarkable.
(Actual thresholds for each link category are respectively
p(i) = 0.17, p(ii) = 0.19, p(iii) = 0.14 and p(iv) = 0.19,
corresponding to cut-off degree centralities of 4 (i), 7
(ii), 6 (iii) and 7 (iv). Extremely strong statistical sig-
nificance of the divergence from the expected values for
most cases (p < 0.01, multinomial proportion test), the
only exception being the weakly populated slot B2, B3
[p < 0.05] and A3 [p > 0.1]).

matrices shown on the left of Fig. 5. Each matrix de-
scribes how much a certain type of alignment is found in
each slot with respect to the expected proportion under
an independence hypothesis between the slot and node
alignment. For instance, while critical nodes represent
9.5% of the corpus, and should thus make for 1.6 nodes
of the 17 nodes of slot A1, they actually constitute 29.4%
of that slot (5 nodes) i.e. an over-representation ratio of
a factor more than 3. On the whole, we see that critical
nodes are rather over-represented in the star slots, sup-
portive accounts make the bulk of the silent and relatively
silent slots (in the bottom right corner), while uncommit-
ted actors are rather present in the bottom left quadrant
(around the “famous” slot). This uneven distribution in-
dicates that the remarkable slots are also occupied by di-
verse actors. The right side of Fig. 5 summarizes this
finding by showing the most over-represented alignment
for each slot. This is all the more visible when consid-
ering the above-mentioned groupings, where critical dis-
course, while in small minority in the corpus, is much
more present than it should be in the most dominant slots,
while the uncommitted discourse makes much of the fa-
mous (and absent slots), and the supportive discourse is
rather relegated to the silent majority.

[Camille: Iina, I think we should beef up the follow-
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the central slots of line “4” (i.e., authority while being
weakly active is only possible when it comes from both
the core and the periphery) and column “D” (i.e., activity
while being weakly authoritative is only possible when
directed both towards the core and the periphery).

The over-representation of line “1”, column “A” and
slot D4 suggests remarkable configurations and combi-
nations of authority (incoming links) and activity (out-
going links). We thus focus on these slots and further
group and distinguish them depending on whether there
is a strong combination of authority and activity (A1-
A2-A3, B1 and C1), only authority (A4), only activity
(D1), and nothing at all (D4).3 The first group is prin-
cipally exemplified by A1 (which is most significantly
over-represented) and corresponds to a situation where
nodes are authoritative in the core and periphery while
being strongly active: Twitter accounts in slot A1 com-
bine the four types of capital, while the other slots com-
bine three of the four, we denote this group with the
term “star”. The second group (A4) only exhibits au-
thority while being weakly active, a situation which de-
notes prestige without necessarily taking part in the con-
versation, we denote this group with the term “famous”.
The third group (D1) is exactly the contrary: core users
who address the core and the periphery without getting
much attention in return, and we denote it with the term
“curious”. Eventually, the fourth group (D4) combines
the absence of all four types of dominance, and we de-
note it with the term “silent”; it is the vast majority
of Twitter users in this case. The remaining slots (B2-
C2-D2-B3-C3-D3-B4-C4) are under-represented and are
grouped under the label “absent”. B3 and C2, in par-
ticular, correspond to seemingly paradoxical configura-
tions, where nodes are either strongly mentioned by the
periphery only while addressing only the core (B3) or,
vice versa, mentioning the periphery only while being
addressed by the core only (C2).

Positions and alignment. We further examine, at the
macro-level, the type of discourse predominating in each
of these categories. More precisely, we first check
whether some slots are disproportionately hosting nodes
aligned with a critical (C), supportive (S) or uncommit-
ted (U) discourse. This yields the three representativity

3Note that our results hold should we opt for a different breakdown,
for instance by distinguishing full stardom in A1 from strongly author-
itative slots (A2-A3-A4), strongly active slots (B1-C1-D1), and neither
active nor authoritative (D4).
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(around the “famous” slot). This uneven distribution in-
dicates that the remarkable slots are also occupied by di-
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finding by showing the most over-represented alignment
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ering the above-mentioned groupings, where critical dis-
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both). This ratio indicates how much a term is specific to
a category. We typically consider the logarithm, a tradi-
tional method to mitigate the account for the wide range
of orders of magnitude of such ratios.

Thus, we define the score of term w in category c:

sc(w) = tfc(w) · log rfc(w) (1)

We then examine content with respect to three parti-
tions of categories: alignment (critical, supportive, un-
committed), groupings of over-represented slots (star, fa-
mous, curious, silent), and a combination of both for the
most significant slots for each alignment, i.e. critical
x star, famous x uncommitted, and silent x supportive.
For each partition, we first arbitrarily compute the top
15 words for each category. The vocabulary extracted
through this procedure is both relevant (all words relate
to some extent specifically to the IPCC discussion) and
consistent (there are only 51 distinct unique words out of
a theoretical maximal value of 150 words, with signifi-
cant overlap across several categories). For this reason,
we consider these 51 words to be a reliable reference vo-
cabulary from which to base the remainder of our anal-
ysis. We finally compute scores for all categories and
partitions using this vocabulary. Results are gathered on
Table 3.

From there, we perform two distinct, complementary
types of analyses for each partition. First, we look at
the overlap and differences between vocabularies among
categories. Let us focus on alignments. We represent
the vocabulary specific to each of these three categories
by using a Venn diagram, as shown on the top panel of
Fig. 6. We observe a strong discrepancy in the terms
used by, on the one hand, critical users and, on the other
hand, by supportive and uncommitted users, who seem
to have a significant common vocabulary. Furthermore,
while the latter users seem to focus on the effects and
policy impacts of the IPCC reports, the former appear to
essentially discuss scientific matters — be it science, sci-
entists (including Richard Tol, outspokenly skeptical of
the importance of climate change [Camille: Iina, please
check that everything is correct here]), models, together
with the expression of a sentiment of alarmism. This re-
sult is all the more stronger when combining alignment
with the positions where there are most over-represented,
as shown on the bottom panel of Fig.6. Here, no vocab-
ulary is shared at all between the critical users occupy-
ing the top star positions, who further focus on scientific
matters (including stronger terms such as belief, fraud,
and even lie), and the other prototypical group of users
for supportive or uncommitted discourses. In both cases,
we seem to note that supportive and uncommitted share
a lot of terms. This additionally hints at the similarity
of discourses between these latter users: irrespective of
an explicit support to the reality of climate change or a
more reserved alignment (which led us to be unable to
decisively tag these uncommitted users), the vocabulary
appears to be largely similar.
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Figure 6: Venn diagram of the top 15 terms of each align-
ment category (top) and of each alignment category com-
bined with the most representative slot grouping (bot-
tom).

Slot group Most typical terms

star agw, alarmist, ar5, author, belief, co2,
data, global, model, paper, prediction, sci-
ence, tol, weather

famous adaptation, continent, emission, food,
fuel, hope, impact, security, water

curious assessment, cost, earth, graph, ocean
silent catastrophe

Table 2: Terms which are most specific to topological
categories among the reference vocabulary of 51 words.
(Note: “agw” stands for “Anthropogenic Global Warm-
ing”, “ar5” relates to the so-called fifth Assessment Re-
port, and “tol” typically refers to Richard Tol.)

Second, we examine the semantics induced by the
structural partition defined by the topological model per
se, especially at the level of the slot groups star, fa-
mous, curious, and silent. Since this partition features
more than three categories, for the sake of clarity we
do not carry out the previous Venn diagram-based anal-
ysis (these diagrams become unwieldy from four cate-
gories and beyond). Rather, we now describe the most
specific terms for each category.5 To this end, we use

5Similarly, for the sake of clarity, we do not carry out the present
analysis on the previous partitions — interested readers may nonethe-
less look further at Table 3 to examine further the specifics of these
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(CLIMATE CHANGE AS SCIENTIFIC ISSUE)

• Supportive majority of Twitter users in 
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“silent”: 

• discussing ‘impacts’, ‘emissions’ and 
‘adaptation’  
(CLIMATE CHANGE AS POLITICAL ISSUE)

the periphery), to line “1” (i.e. top active nodes both to-
wards the core and the periphery) as well as slot “D4”
are the only over-represented slots.

The other slots are under-represented, a finding con-
sistent with the typical structure of the online public
space (Cardon et al., 2011): central slots are almost non-
existent (especially slot C3 which corresponds to a core-
centric pattern where activity and authority relate exclu-
sively to the core with no regard to the periphery) as are
the central slots of line “4” (i.e., authority while being
weakly active is only possible when it comes from both
the core and the periphery) and column “D” (i.e., activity
while being weakly authoritative is only possible when
directed both towards the core and the periphery).

The over-representation of line “1”, column “A” and
slot D4 suggests remarkable configurations and combi-
nations of authority (incoming links) and activity (out-
going links). We thus focus on these slots and further
group and distinguish them depending on whether there
is a strong combination of authority and activity (A1-
A2-A3, B1 and C1), only authority (A4), only activity
(D1), and nothing at all (D4).3 The first group is prin-
cipally exemplified by A1 (which is most significantly
over-represented) and corresponds to a situation where
nodes are authoritative in the core and periphery while
being strongly active: Twitter accounts in slot A1 com-
bine the four types of capital, while the other slots com-
bine three of the four, we denote this group with the
term “star”. The second group (A4) only exhibits au-
thority while being weakly active, a situation which de-
notes prestige without necessarily taking part in the con-
versation, we denote this group with the term “famous”.
The third group (D1) is exactly the contrary: core users
who address the core and the periphery without getting
much attention in return, and we denote it with the term
“curious”. Eventually, the fourth group (D4) combines
the absence of all four types of dominance, and we de-
note it with the term “silent”; it is the vast majority
of Twitter users in this case. The remaining slots (B2-
C2-D2-B3-C3-D3-B4-C4) are under-represented and are
grouped under the label “absent”. B3 and C2, in par-
ticular, correspond to seemingly paradoxical configura-
tions, where nodes are either strongly mentioned by the
periphery only while addressing only the core (B3) or,
vice versa, mentioning the periphery only while being
addressed by the core only (C2).

Positions and alignment. We further examine, at the
macro-level, the type of discourse predominating in each
of these categories. More precisely, we first check
whether some slots are disproportionately hosting nodes
aligned with a critical (C), supportive (S) or uncommit-
ted (U) discourse. This yields the three representativity

3Note that our results hold should we opt for a different breakdown,
for instance by distinguishing full stardom in A1 from strongly author-
itative slots (A2-A3-A4), strongly active slots (B1-C1-D1), and neither
active nor authoritative (D4).
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Figure 4: Representativity matrix. Each matrix cell is
filled with the actual number (top and large figure) and
expected number (small, bottom figure) of nodes falling
in the corresponding slot. The ratio between the former
and the latter describes the over- or under-representation
of a slot, corresponding here to its background color: the
darker, the more over-represented and thus remarkable.
(Actual thresholds for each link category are respectively
p(i) = 0.17, p(ii) = 0.19, p(iii) = 0.14 and p(iv) = 0.19,
corresponding to cut-off degree centralities of 4 (i), 7
(ii), 6 (iii) and 7 (iv). Extremely strong statistical sig-
nificance of the divergence from the expected values for
most cases (p < 0.01, multinomial proportion test), the
only exception being the weakly populated slot B2, B3
[p < 0.05] and A3 [p > 0.1]).

matrices shown on the left of Fig. 5. Each matrix de-
scribes how much a certain type of alignment is found in
each slot with respect to the expected proportion under
an independence hypothesis between the slot and node
alignment. For instance, while critical nodes represent
9.5% of the corpus, and should thus make for 1.6 nodes
of the 17 nodes of slot A1, they actually constitute 29.4%
of that slot (5 nodes) i.e. an over-representation ratio of
a factor more than 3. On the whole, we see that critical
nodes are rather over-represented in the star slots, sup-
portive accounts make the bulk of the silent and relatively
silent slots (in the bottom right corner), while uncommit-
ted actors are rather present in the bottom left quadrant
(around the “famous” slot). This uneven distribution in-
dicates that the remarkable slots are also occupied by di-
verse actors. The right side of Fig. 5 summarizes this
finding by showing the most over-represented alignment
for each slot. This is all the more visible when consid-
ering the above-mentioned groupings, where critical dis-
course, while in small minority in the corpus, is much
more present than it should be in the most dominant slots,
while the uncommitted discourse makes much of the fa-
mous (and absent slots), and the supportive discourse is
rather relegated to the silent majority.
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15 words for each category. The vocabulary extracted
through this procedure is both relevant (all words relate
to some extent specifically to the IPCC discussion) and
consistent (there are only 51 distinct unique words out of
a theoretical maximal value of 150 words, with signifi-
cant overlap across several categories). For this reason,
we consider these 51 words to be a reliable reference vo-
cabulary from which to base the remainder of our anal-
ysis. We finally compute scores for all categories and
partitions using this vocabulary. Results are gathered on
Table 3.
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types of analyses for each partition. First, we look at
the overlap and differences between vocabularies among
categories. Let us focus on alignments. We represent
the vocabulary specific to each of these three categories
by using a Venn diagram, as shown on the top panel of
Fig. 6. We observe a strong discrepancy in the terms
used by, on the one hand, critical users and, on the other
hand, by supportive and uncommitted users, who seem
to have a significant common vocabulary. Furthermore,
while the latter users seem to focus on the effects and
policy impacts of the IPCC reports, the former appear to
essentially discuss scientific matters — be it science, sci-
entists (including Richard Tol, outspokenly skeptical of
the importance of climate change [Camille: Iina, please
check that everything is correct here]), models, together
with the expression of a sentiment of alarmism. This re-
sult is all the more stronger when combining alignment
with the positions where there are most over-represented,
as shown on the bottom panel of Fig.6. Here, no vocab-
ulary is shared at all between the critical users occupy-
ing the top star positions, who further focus on scientific
matters (including stronger terms such as belief, fraud,
and even lie), and the other prototypical group of users
for supportive or uncommitted discourses. In both cases,
we seem to note that supportive and uncommitted share
a lot of terms. This additionally hints at the similarity
of discourses between these latter users: irrespective of
an explicit support to the reality of climate change or a
more reserved alignment (which led us to be unable to
decisively tag these uncommitted users), the vocabulary
appears to be largely similar.
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Slot group Most typical terms

star agw, alarmist, ar5, author, belief, co2,
data, global, model, paper, prediction, sci-
ence, tol, weather

famous adaptation, continent, emission, food,
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Table 2: Terms which are most specific to topological
categories among the reference vocabulary of 51 words.
(Note: “agw” stands for “Anthropogenic Global Warm-
ing”, “ar5” relates to the so-called fifth Assessment Re-
port, and “tol” typically refers to Richard Tol.)

Second, we examine the semantics induced by the
structural partition defined by the topological model per
se, especially at the level of the slot groups star, fa-
mous, curious, and silent. Since this partition features
more than three categories, for the sake of clarity we
do not carry out the previous Venn diagram-based anal-
ysis (these diagrams become unwieldy from four cate-
gories and beyond). Rather, we now describe the most
specific terms for each category.5 To this end, we use

5Similarly, for the sake of clarity, we do not carry out the present
analysis on the previous partitions — interested readers may nonethe-
less look further at Table 3 to examine further the specifics of these
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